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TEAMING UP CENSUSES AND SAMPLES 

By: Frederick F. Stephan, Princeton University 

Census taking and sampling have been rec- 
ognized as alternative methods of obtaining data 
about populations and economies for at least two 
centuries. Throughout this period they have 
been considered to be wholly distinct and com- 
peting methods, notably in the discussions of 
the International Statistical Institute at the 
turn of the century. Now we are beginning to 
understand the great advantage of using them in 
conjunction. 

The practice of sampling to collect data 
quickly and economically is widespread in indus- 
try and science as well as in government sta- 
tistical work. The practical problems of sam- 
pling have stimulated great progress in develop- 
ing principles of sampling design and techniques 
for applying them. These principles now lead 
us to re- examine the assumptions underlying 
census taking and particularly the detailed 
planning of census operations. 

Such a re- examination is inescapable when 
census enumeration is combined with sampling. 

The successive development of sampling from the 
1940 Census of Population to the 1960 Census 
of Population and Housing serves as an excellent 
example of the benefits and problems inherent 
in the combination of the two methods. 

Coincidental sampling was introduced in 
the 1940 Census of Population primarily to per- 
mit adding to the schedule several questions for 
which there was considerable pressure from users 
of census data without requiring the enumerators 
to these questions for the entire population. 
The sample design limited the sample questions 
to 5 per cent of the persons enumerated. Thus 
there was a 95 per cent saving in interviewing. 

A similar saving was made in the subsequent 
operations of coding and card punching. Further 
savings in coding and card punching and reduc- 
tions in tabulating were made by using samples 
of punch cards for many cross -tabulations of 
questions which had been completely enumerated. 
Sampling was also used for quality control of 
card punching and other processes. 

Thus the result of introducing sampling 
in 1930 was to relieve the enumerators, increase 
the information obtained for census users, re- 
duce the labor involved in some tabulations, 
add new tabulations, make possible the pub- 
lication of some data earlier than previous 
schedules provided, and control quality better 
than previous censuses. However, the main body 
of questions was enumerated completely and the 
field work procedures were not modified signifi- 
cantly by the introduction of sampling. Hence 
the potential benefit of employing sampling 
was not fully realized. 

The usefulness of sampling was demonstrated 
further by the experience of the Census Bureau 
with the Current Population Survey beginning 

soon after the 1940 censuses. By the time prep- 
arations were made for the 1950 censuses it was 
clear that it would be advantageous to extend 
sampling to some of the questions previously 
enumerated completely. Quite naturally there was 
considerable difference of opinion in the ad- 
visory committees and elsewhere on the choice 
of questions to be sampled. As a consequence 
the use of sampling was extended in the 1950 
Censuses of Population and Housing somewhat less 
than it might have been had there been more evi- 
dence, more time for study, and less diversity of 
viewpoints and interests. Nonetheless, great 
gains were made; the sample was increased to 20 
per cent; and a number of major questions were 
transferred to the sample. 

For 1960, as Mprris Hansen will tell you, 
the potentialities of sampling are being ex- 
ploited to a still greater degree than in the two 
previous censuses. One of the principal benefits 
will be the freeing of the complete enumeration 
from the drag of questions, such as occupation, 
which are relatively difficult to enumerate and 
which delay the tabulations until they have gone 
through a time -consuming process of editing and 
coding. The transfer of labor force questions to 
the sample makes great savings of interviewing 
and processing costs as well as gains in the speed 
of publication. 

Another important step is to take households 
instead of individual persons as the elementary 
sampling units. This makes possible sample tabu- 
lations which relate data for two or more members 
of the same household or which form aggregates 
of individual data, such as income, for each 
household. The sampling procedure is more diffi- 
cult and there are other problems in the shift to 
a household sample but it appears on balance to 
be preferable to the unit and procedure used 
in 19K0. 

This, in brief, is the evolution of the in- 
corporation of sampling into the traditional pro- 
cedure of census taking. No doubt the experience 
of the 1960 censuses will lead to further develop- 
ments and changes. It is worth while to take a 
broad look at what has been involved in teaming 
up sampling and census enumeration. After we have 
done that we will look at some questions and re- 
servations which are of concern to many census 
users. 

Clearly the primary function of the Popula- 
tion Census is to provide an accurate count of 
the populations of the States for the decennial 
reapportionment of Congress in fulfillment of the 
provisions of the Constitution. To the extent 
that this function is not jeopardized, additional 
information can be collected for the guidance of 
government officials and agencies in the perfor- 
mance of their duties and for the enlightenment 
of the public. 



In the past, careful consideration was given 

to requests for the addition of questions put 

forth by various groups and the set of questions 
finally selected for enumeration constituted a 

compromise. One might almost call it a coalition 

formed out of the competing interests in obtain- 

ing information about the population. The Pop- 

ulation Census thus acquired in addition to its 

Constitutional function, the function of a gen- 

eral- purpose statistical system. 

Clearly its capacity to perform this ser- 

vice had some limits. As the demand for addi- 

tional data increased, the difficulty of choosing 

the questions to be included increased sharply. 

The introduction of sampling alleviated the 

pressure against the capacity of the system but 

complicated the problems planning. Some of 

the problems are: 

(1) Decisions about the questions to be 

included in the census are complicated 
by the necessity of deciding which of 
them are to be in the sample. 

(2) Budgeting, scheduling, and preparatory 
work are complicated by the necessity 
'of allocating and planning for the 
sample and of seeking an optimal re- 

lation between sample and enumeration. 

(3) The effects of sampling on enumerators, 
respondents, and users add new problems. 

(4) Field operations and the processing 
of data are affected in various ways. 

(5) Sampling introduces problems of pre- 
paring estimates from the sample and 
reconciling these estimates with the 

results of the enumeration. 

Offsetting these problems are certain ad- 
vantages that ease the solution of the problems 
usually involved in census -taking. For example 

there is: 

(1) Greater freedom in designing the en- 
tire data -collecting system. 

(2) Opportunity to select a smaller number 
of better personnel to perform some 
of the more difficult work. 

(3) A greater output of valuable infor- 
mation, or greater economy, or some 
of both with consequently better com- 
mand of the allocation of resources. 

Similar advantages and problems will arise 

in other unions of sampling and complete coverage 
whether they are surveys, inventories, or other 
canvasses. Some of them arise in the union of 
two sampling procedures without a complete can- 
vass. 
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For statisticians, the conjunction of sam- 

pling and census -taking brings to the fore a 
number of technical and procedural questions. 

(1) Just how should the sampling and enu- 
meration be coupled? Should sample 
questions be asked at the same time as 
as the other questions, by the same 
enumerators in a separate interview, 
by a special corps of interviewers, or 
in some other way? 

(2) How can the sample be designated so as 
to take advantage of the possibility 
of using the enumeration as the frame 
but avoiding both the biases that enu- 
merators tend to introduce when they 
make the selection and the added costs 
that must be incurred when the sample 
is selected in the central offices? 

(3) How should the sampling proceed in the 
unusual cases presented by institutions, 
homeless or mobile persons, and other 
special groups in the population? 

(4) How should the enumeratidtbe used in 
the preparation of estimates from the 
sample? 

(5) How should biases and sampling errors 
be estimated and the accuracy of both 
the enumeration and sample measured? 

(6) How should the interests of users in 
each set of data to be provided by a 
particular question, and in its ac- 
curacy, be given appropriate weight in 
the planning and processing? 

Substantial progress has been made in the 
solution of these and other problems; interesting 
questions remain to be answered. The formal 
analysis of the sixth problem has had perhaps 
the least attention though the problem has been 
discussed at length and in great detail by ad- 
visory committees and representatives of users. 
The balance of this paper will sketch a general 
view of the problem. 

We start by assuming that a well- defined pur- 
pose is served by information needed to guide 
certain actions and that we are concerned about 
the various consequences which might result from 
these actions - in fact that we can determine 
in advance the value of each of these possible 
consequences. Thus we may need information 
about the economic level of the population in a 
small area in order to make a decision about an 
investment in real estate, or the relation of 
education and fertility to make a decision about 
the expenditure of funds for further research 
on fertility differentials. 

The consequences of action taken on infor- 
mation depend on the accuracy of the information. 
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They may be very sensitive to the accuracy of the 
information or they may not, i.e., moderately in- 
accurate information may or may not lead to action 
inappropriate to the objective situation and hence 
to losses in comparison with the consequences of 
action based on accurate information. 

The mathematical function which expresses 
the value of consequences in terms of the depar- 
ture from accuracy of the information may take 
many forms. Examples are given in Figure 1. In 
the case of Figure la if a census yields com- 
pletely accurate information, it results in con- 
sequences of the highest value. Shifting the 
question to a sample can only result in a re- 
duction of value. 

If the result of a census is not perfectly 
accurate, the consequences of the action to which 
it leads will be less valuable than if it were a 
completely correct answer to the question asked. 
Shifting the question to a sample will reduce its 
value further if the sampling errors disperse 
the estimates under a portion of the value func- 
tion which is concave downward but if, as in lc, 
the census result is at the arrow, the sampling 
error (if they are not too great) would disperse 
it under a portion concave upward and would in- 
crease the value. In other cases sampling might 
increase or decrease the value depending on the 
distribution of sampling errors and the position 
of the consus result. We conclude that sampling 
may be expected to decrease the value but not 
always and not necessarily by a serious amount. 

Consider next the lapse of time between the 
census date and the time census information is put 
to use. The accuracy of the information from an 
enumeration will change as the objective situation 
changes during the time that elapses from the 
census date to the date of use. Hence we may ex- 
pect that the value resulting from the use of 
census information for a particular purpose will 
decrease with the passage of time somewhat as 
shown in Figure 2 due to its departure from per- 
fect accuracy. If the question is shifted to a 
sample, the value will be changed, possibly in a 
manner that makes it approximately parallel to, 

or converging toward, the enumeration value 
function. In those instances in which the sample 
data become available sooner than they would if 
they were enumerated completely, the value of 

sample data may compare favorably to enumeration 
data both at the time of publication and over 
the ten year period between censuses. Points 
A and B in Figure 2 show the value at the timed' 
publication, A' and B' the times at which the 
information is replaced by new results. 

In the foregoing, we have assumed that per- 
fectly accurate information leads to action, 
producing consequences of the highest value. 
Actually the utilization of information is not 
perfect and there is an "error of application" 
or "error of use" which may be constant or variable 
but which affects the relation of the value func- 
tion to the information producing process. Also 
the relation of the consequences of action to the 
information on which it is based may be such that 

the greatest value results from action on infor- 
mation which is not perfectly accurate, i.e., that 
differs in a certain way and degree from the cor- 
rect information sought by the questions. In 
some such cases, the effect of shifting from 
complete enumeration to sampling may actually be 
to make no reduction in value or even to increase 
the expected value of the consequences. 

We need to .develop definite value functions, 
measures of bias and error distributions before 
we can apply these ideas to particular cases. 
However, even before we obtain this imple- 
mentation they warrant the following general con- 
clusions: 

(1) The ultimate effect of shifting a 
question to the sample is not always a 
reduction of value. 

(2) When sample data can be published sooner 
than enumeration data, there may be an 
advantage in favor of sampling. 

(3) Decisions about the choice of sample 
questions call for better specifi- 
cation of the users' value functions 
and determination of the departure of 
both enumeration and sample expected 
values from perfect accuracy. Judg- 
ments based on poorly defined formu- 
lations of the users' interests and 
on other concepts may be inappropriate 
or even irrelevant to the fundamental 
issues. 

When we turn from a consideration of the 
effect of sampling on the utility of census 
statistics for an individual user to the aggre- 
gate effect for all users, actual or potential, 
the problem of finding a relatively precise 
basis for decisions appeárs out of reach. There 
is the question of how the gains and losses of 
the various users should be weighted in the ag- 
gregate, which government functions and which 
private activities should have priority, and 
many other considerations. Moreover, the aggre- 
gate gain or loss must now be compared with the 
aggregate gain or loss that would result from an 
alternative program of allocating questions to 
the complete enumeration, to the sample, or to 
the reject pile. These comparisons can only be 
made by considered judgment at the present time 
but a clearer understanding of the effects of 
sampling in individual cases can contribute to 
the soundness of these judgments. 

In summary, the union of census and sample 
is a fruitful one. Statisticians do well to 
look for opportunities to use a similar combina- 
tion of sampling with a complete canvass in 
other surveys and inventories. The 1960 Censuses 
will stand as a great demonstration of the value 
of joining the two methods and the progress made 
by the statisticians from all the major traditions 
of statistical work who have joined their efforts 
in accomplishing it. 
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Underestimate Correct Overestimate 

Figure la 

V 

Underestimate Correct Over estimate 

Figure lb 

V 

Implaus- Plaus- Correct Plaus- Implaus- 
able able able able 
underestimate overestimate 

Figure lc 

Three illustrative types of relation 
between the expected value of 
the consequences of an action 
to the actual information 

on which it is based 

Note: The average value of the consequences 
of the action taken is symmetrically related 
in Figure la, and asymmetrically related in 
Figure lb, to the degree of incorrectness of 
the information on which the action is based. 
In Figure lc, the more extreme the degree of 
under- or overestimate the more implausable 
it appears and the more it is likely induce 
further investigation before action is taken, 

V 
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Time elapsed between census date and use of data 

Figure 2 

Relation between value of consequences of action 
and time elapsed since the information on which 
the action was based was obtained. 
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MEETING PRESENT DAY NEEDS FOR CENSUS DATA IN AGRICULTURE 

By Arnold J. King, National Analysts, Inc. 

In this country there are two major sources 
of data about Agriculture - The Bureau of the 
Census which takes an agriculture census every 
five years and the United States Department of 
Agriculture which forecasts and estimates the 
current production in agriculture. These data 
complement each other and it is, therefore, 
necessary that both of them be considered in 
discussing the question of "Meeting Present 
Day Needs for Census Data in Agriculture." 

The statistical program of the Department 
of Agriculture is based largely upon mailed 
inquiries. This program which has been in 
operation nearly a century was designed to 
provide accurate and timely forecasts and 
estimates of agriculture production to be used 
primarily in trading operations. To the pro- 
duction figures have been added, data such as 
taxes, prices paid and received by farmers, 
cost of living and production expenses, mortgage 
debt, grain in storage, etc. These descriptive 
data have come to be used extensively in govern- 
ment, in legislative deliberations, in business 
and in analytical work of the Department of 
Agriculture and in educational institutions. 
To meet the demand of the users of these data, 
the number of items covered, the frequency 
of release, and the geographical detail has 
increased greatly in the past three decades. 

Although some kinds of information is 
obtained more accurately in a self -administered 
questionnaire, the kinds of information that 
can be obtained by railed questionnaires are 
limited in scope and depth and the sample indi- 
cations are subject to bias due to selectivity 
of the mailed responses. To minimize the 
effect of biases, the samples are expanded by 
correlating sample ratios of the production 
items and land in farms with periodic production 
figures shown by the census. Although this 
method reduces the selectivity it does not 
remove all the selectivity, and it introduces 
another error because it is assumed in the 
expansion factor that there is no change in 
land in farm between the censuses. This means 
that under the present system the Department 
of Agriculture's statistical program is depend- 
ent upon having a census of agriculture pro- 
duction and the accuracy of the estimates 
depends, in part, upon the frequency of the 
censuses. 

The Department of Agriculture has decent- 
ralized the sampling and much of the data pro- 
cessing to the state level. This program is 
supported financially and politically by the 
states. This administrative set -up and the 
development of an information system, based upon 
mailed inquiries, has placed the statistical pro. 
gram in a methodological and an administrative 
strait -jacket. This strait -jacket is not likely 
to be broken because of self interest and poli- 
tical pressure at the state level. Unless 
an alternative system materializes it will be 

that the agriculture census be taken 

at least every five years and that much of the 

information collected should be devoted largely 

to the items covered by the Department of 
Agriculture's statistical program. 

When I try to take a broad look at the 
census and the United States Department of 
Agriculture data and, if I assume that descript- 
ive data of production will satisfy present day 
needs, I would agree the information, as now 
being obtained, is timely, efficiently and, in 
its present form, essential. But, consider 
these data in light of the fast moving world we 
are now living in, the advancements made in 
sample design, advances in data processing 
through the introduction of computers, devices 
developed by the psychologists for pulling 
information from respondents in a survey inter- 
view, and analytical concepts that are now 
available for solving agricultural problems. 
It seems clear to me that the informational 
system developed by the United States Depart- 
ment of Agriculture which has not undergone a 
basic change in methods during the past thirty 
years and a census taken every five years which 
is confined largely to items of production, just 
does not meet present day needs. 

Let me get more specific. There are tre- 
mendous changes taking place in agriculture. I 
am convinced that the five year period between 
census is too long a period to wait, in order 
to have reasonably reliable figures in agri- 
culture. For example, the increase in the per 
farm man hours from 1940 through 1957 is as 
great as the increase in the 120 years from 
1820 to 1940. In the past 10 years, farm 
tractors have increased almost 90 per cent. 
There are twice as many grain combines and 
milking machines, four times as many mechanical 
corn pickers and eleven times as many pick -up 
balers and forage harvesters now on farms as 
10 years ago. Fertilizer consumption is about 
2 -1 times that of 1940. Changes in One year 
now may equal those of 5 years during a period 
30 years ago. 

More than 1 -i million farms, or about 1/4 
of all farms, have disappeared since 1930. 
More than 1/3 of these changes occurred between 
1950 and 1954 2/3 since 1945. Practically 
all decline in farm numbers has been in com- 
mercial farms. Since there has been little 
change in the acreage of land in farms and in 
total cropland, the acreage of the disappear- 
ing farms has been absorbed into existing farms. 
The change in the average size of farms has 
affected the size of commercial farms, as non- 
commercial farms have not changed greatly in 
average size. From 1950 to 1954, the average 
size of the commercial farm increased from 220 
to 336 acres -- a 50 per cent increase. 

pressing need to balance supplies of 
farm production and demand, a need for a more 
uniform and efficient flow of agriculture 



produce through the marketing system, the in- 
roads of man made products into the markets for 
natural products are illustrations of a whole 
complex of agriculture problems in which data 
is needed in their solution. Agriculture is 
going through a technicological revolution, 
not only in production but in marketing. New 
concepts of problem analyses are being developed 
for agriculture production, processing and 
distribution of foods and fiber and in the 
supplying of goods and services to farmers. New 
and powerful analytical concepts are being 
devised for solving business problems, such 
as operations research, statistical, economic 
sociological models. These models will be 
used in solving basic agriculture problems in 
the future. Therefore, descriptive data of 
production are no longer sufficient. Whole new 

systems of information are needed. 

A major step in developing a new system 
would be an annual farm visitation sample 
conducted by the Bureau of the Census. They 
have the trained field staff to conduct inter- 
views, they have the experienced technical 
staff to design the samples efficiently and 
they have the computers and the technical staff 
to process the data using modern methods of 
analysis. However, I feel that the over -all 
responsibility of the agriculture statistical 
program should remain in the United States 
Department of Agriculture. They should have 
the responsibility for making the forecasts 
and estimates of production, the setting of 
survey objectives, and the analyses in terms 
of charting courses of action. 

Such a sample census could be made up of 
three parts, each utilizing about one half of 
the interviewing time: - one part to provide 
annual estimates in such items as land use, 
acreage and production of crops, number of 
livestock, etc. (this type of information 
could be designed primarily to strengthen the 
United States Department of Agriculture's 
production statistical program); a second part 
to provide new information but on a repeat 
basis; and a third part to obtain new inform- 
ation as needed only once, which in the par- 
lance of survey people are the "one -shot sur- 
veys." The national sample could be designed 
so that parts of the questionnaire could be 
constructed to provide regional information. 
If the data are needed only for the United 
States as a whole, it.could be obtained on a 
sub -sample, say 1/10 of the segments and the 
specific questions be rotated among the question- 
naires so that 10 times as many items of this 
kind could be obtained. Because of the smaller 

number of interviews and the larger and more 
thorough training, it would be possible to 
obtain accurate information from the respondent 
on many kinds of items which could not be 
obtained in a national census involving 30,000 
enumerators. 

An area probability sample of 180,000 
farms consisting of about 1,000 segments per 
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state (except for New England and Nevada) using 
revised Master Sample materials containing an 
average of about farms per segment, supple- 
mented by a sample of 10,000 to 20,000 large 
farms would provide an enormous amount of new 
and powerful information. A sample of this 
size would permit, for example, accurate 
estimates of the total number of farms, land in 
farms, land under cultivation and major live- 
stock numbers by states. Generally, data for 
cross - tabulations, frequencies of occurrence 
could be estimated for nine types of farming 
areas, and for three geographic regions - 

North, South and West. 

The sample census as indicated could, for 
example, provide accurate information on such 
important items as insurance, medical care, 
tenure practices, family employment, sickness, 
accident, farm construction, fire damage, 
marketing channels, transportation methods, 
stocks, utilization of crops, production methods, 
production practices, inventory of farm machines 
and equipment, days of use of machinery and 
equipment, rental agreements, debts, use of 
chemicals for weed control, insecticides, 
feeding practices, purchasing habits, cooper- 
ative marketing, use of insecticides, use of 
fertilizers, soil management practices, use 
of new and improved varieties of crops, farm 
population, hours of work, wage rates, etc. 

In my opinion, there are many advantages 
of having the sample census taken in the fall 
rather than in the spring. If taken in the 
fall, October would be the ideal time for the 
interviewing in the rocky mountain and hard 
wheat areas and the first part of November for 
the remaining areas. If the interviewing work- 
load averaged about 120 hours, the interviewing 
could be completed by the end of November. The 
size of the field staff would be small enough 
that they could be sufficiently trained to 
prevent the response errors from getting out 
of hand. If the interviewing was first com- 
pleted on a sub - sample of the segments and of 
the large farm operators during the first week 
and the data processed on the computers, it 
would be possible that estimates for the United 
States could be released before January 1. 
States estimates from January 1 through February 
and cross -tabulations during March to June. 

Existing or new Master Sample materials 
could be used to designate the sample segments. 
Materials prepared for the 1954 sample census 
of Agriculture should be satisfactory for 26 
northern and eastern states. For the southern 
states for which census county divisions have 
been established, a new set of segments would 
be needed. Since the Ed's to be used for the 
last census will comprise areas larger than an 
MCD, the segment boundaries could be drawn so 
that they have distinct, identifiable bound- 
aries and not influenced by MCD boundaries with 
Ed's or census divisions. A small supplementary 
sample of urban areas could be used to provide 
data for the area sample. The supplementary 
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sample of large farms could be taken from the 
last census. 

The utilization of electronic equipment 
makes it possible to use more efficient methods 
of estimation than were possible in the past. 
For example, regression methods of estimation 
can be used which utilize information from the 
previous census in such a way that sampling 
variation is greatly reduced. The estimate for 
any item could be made by first obtaining the 
simple unbiased estimate, multiply the sample 
total by the reciprocal of the sampling rate 
and adding to this estimate a quantity which is 
the difference between the complete census 
total for that item, and the simple unbiased 
estimate of that total for the sample in the 
base year. This method takes into consideration 
the correlation between years in the identical 
sampling units. In most agriculture items a 
correlation of better than .75 can be expected 
which would result in substantial reduction in 

sampling variation. 

It has been estimated that an annual 
sample census as outlined above would cost from 
$2,200,000 to $2,500,000 per survey as compared 
to $22,000,000 for the 1957 census. If a 
national sample census was taken every year and 
a full census every ten years, more useful 
information would be obtained to meet present 
day needs at no additional cost to the taxpayer. 

A vastly greater range of items could be covered 
and depth of information obtained, and the 
response error would be at a minimum because 
of intensive interviewer training. 

With the size of the sample indicated, more 
accurate estimates would be forthcoming than 
under the present systems for the production 
of the major crop and livestock on a national 
and regional basis. Furthermore, the data from 
the sample would provide a more accurate basis 

for expanding the mailed surveys. If county 
figures are needed more frequently than once 
every ten years, I feel this is the responsi- 
bility of the states. In about one fourth of 
the states there has been sufficient interest 
in annual county figures that the states are 

taking annual agriculture census through the 
assessors. If additional states find a need 
for county estimates they have two courses of 
action open to them. They can obtain the 
data through the assessors or they can, no 
doubt, contract for this work with the Census 
Bureau in the same way cities contract with 
the Bureau for population census. This arrange- 

ment would, in my opinion, result in a better 
coordinated and directed statistical program 
between the federal and state governments. 

The agriculture census, the mailed surveys 
of the United States Department of Agriculture 
and the annual sample census as outlined above 

would provide data that is largely descriptive 
and of the nose counting variety. There is 
wholly a different kind of survey information 

needed that is designed to solve specific 
problems. The United States Department of 
Agriculture has in recent years conducted 
a number of surveys of this type by contract- 
ing with commercial firms for the interview- 
ing and the data processing. These surveys 
have been largely directed at marketing and 
related problems and from a survey method- 
ological viewpoint are of high quality. Because 
this research has been handicapped by a lack of 
funds, they have too often been narrow in 
concept. 

The psychologists have, in recent years, 
made great strides in developing methods for 
field interviewing that goes a long way in 
explaining human behavior by using such devices 
as scaling or projective methods, word- associ- 
ations, multiple choice answers, and open end 
probing types of interviews. After all, many 
of the problems facing agriculture rests with 
people and, regardless what the facts are, 
people will act as they perceive the situations. 

For example, the controversy continues 
over the role of federal agricultural agencies 
in establishing policies and systems having a 
direct effect upon levels of production and 
prices of agricultural commodities. A more 
intensive use of sample surveys to determine 
the motivations, perceptions, and attitudes 
of farmers with respect to these systems and 
policies is called for. The essential danger 
is that the directors of the agriculture agencies 
will attempt to implement their policies and 
systems while working from assumptions that are 
faulty estimates of the psychological character- 
istics of the people who must, in the final 
analysis, operate within their own framework. 
This is not to say, necessarily, that the 
validity of a given policy or system is to be 
based upon the average farmer's attitudes and 
opinions. The point is that the intrinsic 
worthwhileness of a given policy is not 
guarantee of its success. It can be a success 
only in terms of its being perceived as some- 
thing designed to meet the needs and perceptions 
of those it is meant to effect. All too often, 
the barriers to success of a program rest almost 
solely in the attitudes and perceptions of the 
people who are expected to carry out the 
practices called for. The attitudinal and 
perceptual barriers cannot be changed until 
they are analyzed and understood in the first 
place. Present day market research has had a 
great deal of success in adapting techniques 
from psychological research to the study of 
problems such as this within the framework of 
sample surveys. 

In keeping with this view, one can ask 
whether or not agriculture needs the continuing 
type of psychological research represented in 
the Federal Research Board's surveys of consumer 
finances and spending. In these surveys great 
emphasis is placed upon consumer expectations, 
consumer feelings of confidence in the economic 



situation, consumer spending intentions, etc. 

The years have demonstrated that these surveys 
provide valuable categories of information 
which can be integrated into other areas of 
information for diagnostic appraisal of the 
current and near -future status of the economy. 
Surely, more intensive research of this type 
can be done upon the farmer both as a producer 
and a consumer. 

At any given moment there is a tremendous 
amount of research being conducted on some 
aspect of the demand for agricultural commodi- 
ties. And, much of this research makes use of 
the sample survey approach. Further, this 
research is generally characterized by a high 
degree of quality with respect to concepts and 
methods. The most serious criticism of all of 
this research effort, however, is that it is 
directed toward analysis of demand - problems 
associated with single commodities (eggs, 

frozen concentrated juice, etc.) or 
limited categories of commodities (dairy pro- 

ducts as a class, citrus products as a class, 
etc.). The problem here is that the demand 
for these single commodities or categories of 
commodities does not exist in isolation. There 
is interaction between the demand for the 
specific agricultural commodities, and inter- 
action between the demand for agricultural 
commodities and non -agricultural commodities. 
The real understanding of what is happening in 
terms of the demand for any one commodity must 
be a function, to some degree, of our under- 

standing of these demand -interactions. As 

these interactions occur within people (the 
consumers) we must go to them in order to 
obtain the needed data. A few years ago we, 
at National Analysts, made our first real 
attack on this type of problem in our research 
on buying- decision behavior which we conducted 
for the Advertising Research Foundation. I 

believe that this kind of survey information 
can make a contribution to agriculture. 

We sometimes seem to ignore the fact that 
the passage of foods and fiber through the 
distribution system from primary producer to 
ultimate consumer involves people at each of the 
traditional steps or stages -- processors, 
shippers, wholesalers, and retailers. And, 

whenever we have people, we must be prepared 
to admit that motivations, perceptions, values, 
information levels, etc. can be functioning 
in a way to prevent the operation from being 
a wholly rational one. Traditionally, market 
research, especially that using psychological 
concepts and methods in combination with 
sampling procedures, has been directed toward 
the consumer. 

In recent years, there has been an increase 
in interest in applying these to problems 
arising within the distribution system. 
Several of our current projects at National 
Analysts are of this nature. For example, one 
of our projects has to do with the use of 
certain information sources by decision - making 
executives in a certain industry. It soon 
became apparent that we could not study this 
problem without going into certain motivations, 
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perceptions and attitudes of these executives 
as they pertained to their decision - making 
function. And, of course, we encountered a 
most challenging problem in terms of sampling 
this particular universe. The main problem 
was that we did not want to go by title in 
locating our sample respondents but on the 
basis of actual job functioning. The studies 
we have conducted to date have been mainly on 
non -agricultural problems. We have done a 
few studies, of this type, though, on agri- 
cultural commodities under the sponsorship 
of the American Dairy Association. 

It is often claimed that many of the 
problems in agriculture are based upon the fact 
that there is a drastic change occurring in 
the role or meaning of "farm living" in our 
present day society -- the values associated 
with the farm as a way of life are changing. 
To what extent do we know, in a definitive 
manner, just what the nature of these value- - 
changes is? In what segments of the popu- 
lation are the changes occurring in the most 
functional sense? What are the sources of the 
new set of values that are relacing the old? 
Sociology and social psychology have matured to 
the extent that concepts and techniques from 
these fields, in combination with sampling 
techniques could be utilized for the study of 
this vitally important problem on a survey 
basis. 

In summary, I feel that as long as the 
United States Department of Agriculture continue 
to base its forecasts and estimates of agri- 
cultural production on mailed surveys, the 
agriculture census should be taken every five 
years and devoted largely to an inventory of 
production so that this vital information can 
be continued. However, this information is 
limited in scope and depth. 

A first step that should be taken is to 
break out of the administrative and method- 
ological strait -jacket that these programs 
are in is to have the Bureau of Census take an 
annual sample census. This Bureau has the 
facilities to conduct the surveys and process 
the data efficiently. If an agriculture cen- 
sus was taken every ten years and a sample 
census taken every year, there would be an 
increase in the accuracy of the production data 
for the nation and for regions, more useful 
information obtained in the census, and the 
sample census would provide a wealth of new and 
powerful information at no extra cost to the 
taxpayer. 

It should be recognized that this inform- 
ation is largely of the nose counting variety 
and there would still be a great need for 
sample surveys designed to solve specific 
agricultural problems by obtaining from farmers, 
processors, shippers, wholesalers, retailers 

and the consumers -- their perceptions, levels 
of information, attitudes, opinions, values, 
motivations, etc. -- in other words, obtaining 
directly from the people in the agricultural 
producing and marketing system information as 
to why they do as they do. 
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PROCEDURES FOR THE 1960 CENSUSES OF POPULATION AND HOUSING 

By: Morris H. Hansen, Assistant Director for Statistical Standards, Bureau of the Census 
U. S. Department of Commerce 

Major changes are being made in the methods 
for taking the 1960 Censuses of Population and 
Housing as compared with previous censuses.l Some 
are strictly procedural and should have little or 
no effect on the nature of the results to be pub- 
lished. They will reduce the cost or speed up pub- 
lication of results of the Censuses, and may be of 
interest to statisticians on this account as well 
as because of their potential application in other 
areas of statistical collection and compilation. 
Other changes in methods should improve the accu- 
racy of results published. The changes in proce- 
dure represent an evolution from previous census 
methods, and the new aspects have been evaluated 
in various ways including tests, before, during, 
and subsequent to the 1950 Censuses. We have had 
experience in other recent censuses with some of 
the new procedures. The plans call for decisions 
and detailed planning much earlier than has been 
the case in the past. 

Among the principal changes in methods now 
planned for the 1960 Censuses of Population and 
Housing are the following: 

(1) Extension of sampling. Sampling will have 
a fuller role in the 1960 than in the 
1950 Censuses. The complete population 
census will be limited to a few basic 
items. Information on other subjects will 
be collected from a 25 percent sample of 
households whereas in 1950 some of the 
subjects were handled by 100 percent enu- 
meration and others by 20 percent and 3- 
1/3'percent samples. Sampling will serve 
a similar role in the housing census. 

(2) New Equipment. All data to be tabulated 
in the census will be recorded on spe- 
cially prepared forms by means of posi- 
tioned marks (check boxes). These forma 
will be microfilmed, and newly developed 
electronic equipment will convert the 
data from microfilm to magnetic tape 
without manual punching of cards. The 
magnetic tape will serve as input and the 
returns will be edited and tabulated in 
the computer. The computer editing can 
be so controlled that it will automati- 
cally dispose of most inconsistencies and 
non - response but will print out for man- 
ual review those which might seriously 
distort subsequent tabulations. Much of 
the final results will be published by 
direct offset reproduction of the high 
speed printer output. 

(3) Enumeration methods. Although enumerators 
will visit every home, much of the infor- 
mation will be furnished by forms which 
the householders themselves have filled 
out. There will be a two -stage operation 
in most areas. The 100 percent questions 
will be distributed in advance through 
the Post Office, with a request for re- 
spondent cooperation. The questionnaire, 
if filled out, is to be held for review 

and completion by the first stage enumer- 
ator. The sample questionnaire will, in 
a limited number of areas of low density, 
be filled out at the first stage, but in 
most areas will be left by the original 
enumerators at 25 percent of the house- 
holds, with a request that it be filled 
out and mailed in. Selected enumerators 
who have worked on the first stage will 
be trained for the second -stage operation 
and will review and transcribe the re- 
turns to the final census schedules, and 
revisit the sample households as needed 
to complete the information. This proce- 
dure provides an opportunity for partici- 
pation in the responses by all members of 
the household, and reduces the contribu- 
tion of enumerators to response errors. 

The objectives of these procedural develop- 
ments are threefold. First, we expect to make 
substantial reductions in the time it takes to 
publish results; second, we hope to improve the 
quality of the censuses; and third, we expect to 
achieve the first two objectives at less cost than 
the 1950 cost levels adjusted for the increase in 
population and salary and price changes. 

Extension of Use of Sampling in 1960 Censuses 

In the 1950 Population Census, a 20 percent 
sample of persons was used for the collection of 
data on education, income, migration, and other 
subjects, and a 3 -1/3 percent sample was used for 
fertility questions and cèrtain other topics. For 
1960 we shall, in addition, transfer citizen hip, 
place of birth, employment status, occupation, in- 
dustry, and related questions to the sample and 
increase the sampling fraction from 20 to 25 per- 
cent. The sample in 1960 is a sample of house- 
holds. Remaining on the 100 percent population 
census will be the listing of the population, re- 
lationship to head, age, sex, race, and marital 
status. The 100 percent questionnaire will contain 
no questions requiring manual coding, and the 
questionnaires can go directly into microfilm and 
through processing without any delay for manual 
operations. Thus, a definite principle in decid- 
ing which questions to include on the sample was 
whether manual coding of the returns is necessary 
before processing. 

Of course, the other and fundamental princi- 
ple of deciding whether questions should be col- 
lected for 100 percent of the population or on the 
25 percent sample is the requirement for data. 

Most of the items chosen for 100 percent coverage 
are basic demographic characteristics on which 
relatively precise statistics are needed for small 
as well as large areas, and for which past experi- 
ence shows that relatively high accuracy can be 
achieved in the census. Many of the items on the 
sample involve concepts that are relatively diffi- 
cult to measure. The use of sampling permits 
coverage of more items in the census, faster com- 
pilation, and lower costs. 



Sample selection will be accomplished by des- 
ignating every fourth household in order of visi- 
tation by the enumerator for inclusion in the 

sample. All members of each selected household 
will be included, as will data for the housing 
unit. Somewhat different procedures will be used 
for selecting the sample within institutions, 
large lodging houses, and other special dwelling 
places. In 1950 a sample of lines was predesig- 
nated on the population schedules, and the sample 
data were obtained from the persons enumerated on 
these lines. 

The choice of housing items for complete cov- 
erage or sampling will follow principles similar 
to those described for population. However, for 
cities of 50 thousand or more population we plan 
to publish summary housing characteristics for in- 
dividual blocks, and the items tabulated for blocks 
will be on the complete census. The items col- 
lected for all housing units in these cities will 
include, tenure, rent or value, number of rooms, 
condition, plumbing_ facilities and certain other 
questions. In the remainder of the country tenure 
and occupancy status, number of rooms, type of 
housing, condition, and plumbing will be collected 
100 percent, and the remainder of the questions 
will be collected on a sample. For housing the 
sample will be somewhat more complex, however, in 
that some of the sample items will be collected 
for a 25 percent sample, and others will be from 
20 and from 5 percent samples. 

In both population and housing the items col- 
lected from the 25 percent (and also the housing 
20 percent) samples will be tabulated in substan- 
tially as great detail as would be the case if the 
items were collected 100 percent. For most large 
area statistics, such as for states, metropolitan 
areas, and large cities, the use of this sample 
rather than 100 percent enumeration should have a 
barely perceptible effect in decreasing reliabili- 
ty of results. For small area statistics, such as 
census tracts, and very detailed tabulation cells 
for large areas, the sampling errors will be rela- 
tively large, but even here the accuracy for some 
items will not be substantially weakened as com- 

pared with 100 percent coverage, primarily because 
response errors for these items are relatively 
large. 

We had hoped that all of the economies from 
the sampling would be available to finance improv- 
ed quality and coverage. While some of these gains 
will be achieved, most of the gains from sampling 
will probably take the form of reductions in the 
total cost of the census. 

A major gain from the extension of sampling 
is the ability to publish results much sooner (this 
is a joint gain from the extension of sampling and 
the application of electronic equipment, together 
with a great improvement in the advance planning 
of the census). 

Electronic Equipment 

Computers. The first Univac was delivered to 
the Census in 1951 and was used for compiling some 
of the 1950 Census. While it contributed only a 
small amount to that Census, the experience taught 
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much. During the next five years we put it in- 
to use on our current work and on many special and 
service projects. We needed additional capacity 
for the compilation of the 1954 Censuses of Busi- 
ness and Manufactures, and jointly with the Inter- 
nal Revenue Service acquired a second Univac in 
January 1955. 

About the time the processing of the Economic 
Censuses was virtually completed in 1956 we ad- 
dressed our attention to the question of the com- 
puter capacity we would need to process the work 
load we could anticipate during the 1959 to 1962 
period. 

When we matched our anticipated work load 
against the production capacity of the Univac I's, 
we decided that we would need a minimum of eight 

Univac I's in full -time operation during the peak 
of our requirements. Since more advanced com- 
puters were becoming available, we embarked on a 
study of the comparative merits for our work of 
several of the new systems. The study was com- 
pleted early in 1957 and resulted in a decision to 
replace our two Univac I's with two Univac 1105's. 
The 1105 system is a modification and improvement 
of a computer system known as the 1103A, designed 
primarily as a scientific computer. The modifica- 
tions, which were introduced to meet the Census 

requirements, adapt the equipment for exceedingly 

effective large scale data processing work as well 
as for scientific computing. 

The first 1105 was installed last October and 
the second one in December. Until about June of 
1960, the 1105's will be used for current work and 
for processing the 1958 Censuses of Manufactures 
and of Retail and Wholesale Trade, and Service Es- 
tablishments. Thus, we shall have considerable 

experience on our new computers before embarking 
on the tremendously large scale work of the 1960 

Censuses of Population and Housing. 

The two 1105 systems installed at the Bureau 
of the Census headquarters will be capable of de- 
livering about 3,000 hours per quarter of produc- 
tive time by operating seven days a week 24 hours 
a day. Approximately twice this capacity will be 
needed during our 1960 Census operations. To pro- 
vide the additional capacity the Bureau of the 
Census is cooperating with the University of North 
Carolina and with the Armour Research Foundation 
of the Illinois Institute of Technology. In each 
of these universities an 1105 system compatible 
in all respects with the Census systems will be 
installed. In return for what will be effectively 
a prepayment for time on its computer, each uni- 
versity has agreed to make about two- thirds of the 
productive time on its computer available for Cen- 
sus use during the period of peak work load. In 
addition, the Census will have access to a smaller 
amount of time at each university for a period 
following the completion of the processing of 
the 1960 Decennial Censuses of Population and 
Housing. 

Printers. One of our early lessons with elec- 
tronic equipment was that the success of a large 
scale electronic data processing installation de- 
pends as much on the reliability and performance 
of its off -line auxilliary equipment as it does 
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on the central computer. A reliable high speed 
printer is one of the important auxilliary units, 
and we have two high speed printers in operation. 
We hope to program our output from the computers 
in such form that the output from the printer will 
be ready for final review and photographic repro- 
duction. The ability to accomplish this through 
the flexibility of a computer system and a high 
speed printer is considerably greater than with 
punched card equipment. This utilization of the 
computer and printer will aid in speeding up and 
in lowering costs in the census production. We 
plan to do direct reproduction of printer output 
for the tables that are repetitive in general for- 
mat for many areas or other classifications. Some 
of the tables, however, will be put together most 
effectively by manual methods, as in the past, but 
even in these cases the computer and printer sys- 
tem should simplify the manual operation to a con- 
siderable extent. 

Fosdic. One additional auxilliary electronic 
device is particularly essential to our plans for 
processing the 1960 Censuses of Population and 

Housing. This is equipment developed for us by 
engineers at the National Bureau of Standards. It 
is known as FOSDIC, a name consisting of the ini- 
tial letters of Film Optical Sensing Device for 

Input to Computers. 

It was about 14 months after the enumeration 
date of April 1, 1950, that the last card was 
punched for a person enumerated in the 1950 Cen- 
sus. To improve this time schedule significantly 
we could plan to increase the staff of key punch- 
ers or we could search for some automatic method 
for accomplishing the translation from Census 
schedules to a tabulation medium. We described the 
problem to personnel of NBS and after several 
months of study they proposed FOSDIC. 

The FOSDIC forms are designed so that answers 
are recorded as marks in specific locations (simi- 
lar to the way data are recorded in cards by 
punching holes in specific locations). Almost any 
writing instrument can be used. The completed 
questionnaires are first photographed on 16 milli- 
meter microfilm, and FOSDIC scans each frame of 
microfilm at a rate of about 100 to 200 a minute, 
,depending on the amount of information recorded. 
It automatically reads recodes, and records on 
Magnetic tape the intelligence that has been en- 
tered on the schedule, FOSDIC can be programmed to 
scan the data recorded in a microfilm frame in al- 
most any desired sequence and has a great deal of 
flexibility for adjusting itself to various sizes 
and designs of questionnaires and for tilt,shrink- 
age, or expansion of the copy when it is filmed. 
FOSDIC has the further useful ability to identify 
the dominant or heaviest mark in a particular 
area, thereby making it possible to correct an 
answer by normal erasure. Experimental work with 
a completed prototype indicates that its relia- 
bility as an input preparation device will result 
in greater accuracy than has been achieved in the 
past with either mark sense punching or manual 
key punching. One of the four production models 
of Fosdic being built at Census has been com- 
pleted and is now undergoing final checking and 
adjustment. 

Population 100 percent Tabulations. We con- 
template the use of two basic types of FOSDIC cen- 
sus schedules, the 100 percent (short) schedule 
for both population and housing, and a longer sam- 
ple schedule. The basic information recorded on 
the 100 percent schedule will also appear on the 
sample schedule for these households. These two 
forms are used to help speed up compilation and 
publication. We expect to reduce the time for 
publication of census results by an average of 
about a year and a half as compared with the 1950 
Census, and to compile and publish the census re- 
sults obtained from all persons (the 100 percent 
information) within a few months after the returns 
are received. 

It is important to recognize that the infor- 
mation recorded on the 100 percent Fosdic sched- 
ules will not require coding in the office. This 
is in contradistinction to data on such character- 
istics as state or country of birth, occupation, 
industry, etc., which will appear on the sample 
schedules and which will be converted manually to 
number codes in the processing office before they 
are tabulated. 

The legislation under which we conduct the 

Census requires us to report the total population 
not later than eight months after the beginning of 
the field enumeration. To meet this requirement 
we must determine only the number of persons in 
each state; we do not have to classify them by 
their age, sex, occupation, or any other charac- 
teristic. This initial or "apportionment" report 
has always been the result of counting by hand -no 
non -manual method for obtaining this count on a 
satisfactory time schedule has heretofore existed. 
However, for the 1960 Censuses our plans comtem- 
plate that we will microfilm the 100 percent 
schedules, process the microfilm through FOSDIC 
and the resulting magnetic tape through our com- 
puters by the end of October 1960. Thus,'we expect 
to have not only the population count from the ma- 
chines, but also the tabulations of 100 percent 
data on the time schedule on which the hand count 
alone was completed in 1950. 

Without electronic data processing equipment 
we do not believe we could work to such a tight 
time schedule. However, the computers alone do not 
bring our hopes within range of accomplishment. 
Only with the elimination of manual coding re- 
quired for the complete census schedules, the 

ability rapidly to prepare our input medium which 
FOSDIC provides, and use of the computers does our 
objective become feasible. In addition, this time 
schedule requires advance planning beyond any 

level accomplished in earlier censuses, and it 

calls for doing the re- allocation and searching 

for duplicates of persons enumerated away from 

home as a part of the field collection operation 
instead of in the processing offices as has been 
done formerly. 

The time schedule allows about four months 
over -all after completion of the field work for 

microfilming, preparing the tapes on FOSDIC, and 
putting them through the computers, and only about 
three months for any one of these operations. 
Three months to tabulate data for 180,000,000 per- 
sons is indeed short. Only with the most detailed 



kind of advance planning can we hope for success. 
Our plans for this part of the work can be de- 
scribed as having two major characteristics. First 

we are organizing the job in such a manner as to 

reduce the number of work units to be separately 
identified and controlled from 180,000,000 to 
about 260,000 (the approximate number of enumera- 
tion districts into which the country will be sub- 
divided). Second we expect to have "dry runs" of 
processing the Census between now and the time we 
actually begin processing the returns. 

With respect to our plans for reducing the 
number of work units from 180,000,000 to 260,000, 
it was mentioned earlier that the microfilms of 
100 percent content will be photographs of the 
schedules as prepared by our enumerators with no 
manual coding in the office. The only detailed 
pre -tabulation inspection of these schedules will 
be by field crew leaders and will for the most 
part occur during the course of the enumeration. 

We recognize that at the time the schedules 
are microfilmed not every question will be ade- 
quately answered for every person enumerated. 
There will be some omissions and obvious incon- 
sistencies. The detection and correction of such 
errors is what is commonly called editing, and we 
will direct the computer to perform the essential 
edits. In our judgment, this is, in many ways, a 

better way to edit than by manual inspection. The 
computers will do the work much faster. They will 
apply the editing rules individually to each of 
the 180,000,000 people, they will do it absolutely 
consistently, and they can be directed to keep 
track of how often they apply each rule. An illus- 
tration here may help to illuminate this point. 
The following simplified rules might be incor- 
porated in the 1105 instruction program which 
would be so arranged that they were applied only 
when the question on the marital status was not 
answered. 

1. If the person is under 15 years old -pro- 
ceed to the next person (we do not tabu- 
late marital status for children) 

2. For a person 15 years old or older examine 
relationship 

a. for or for a male head of 
household followed by a wife assume 
married 

b. for other relationship, assign mari- 
tal status by using the answer for 
the preceding person in this class 
of the same sex -age group for whom. 
marital status was given and in ad- 
dition -this is important -add "one" 
to a tally of the number of times an. 
entry for marital status was imputed' 
by the application of this rule. 

In this illustration we see how the computer 
might proceed with the preparation of a tabulation 
by supplying missing information. This will seri- 
ously distort the resulting tables only if it is 
done too often, and the computer is keeping track 
for us of how often it is done for each work unit. 
The final editing rules may be quite different 
from the simple illustration above but the princi- 
ple will be the same. 
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The technique for combining editing with tab- 
ulation leads to the plan for making 260,000 the 
effective number of work units to be controlled 
rather than 180,000,000. We expect to tabulate the 
100 percent population statistics for each enumer- 
ation district (E.D.) separately. As each E.D. is 
completed our instructions to the computers will 
direct them to evaluate the resulting statistica 
and determine whether they are acceptable or 

should be subjected to further review and perhaps 
correction. Thus, we can instruct the computer to 
accept an E.D. only if there is a "reasonably, 
small" difference between the field count of popu- 
lation and dwellings and the computer count, and 
also if the number of computer -kept tallies of the 
number of imputations it has made for each charac- 
teristic is "tolerable." We will have complete 
control of the definition of "reasonable" and 
"tolerable." The computers will rigorously and un- 
erringly apply whatever standards we establish. 

We expect that the standards finally used will be 
such that about 90 percent of the ED's will be ac- 
ceptable at the first run through the computers 
and that the remainder numbering about 25,000 
will be a manageable number of units which will be 
identified by the computer as unacceptable, and 
require manual investigation, correction, and re- 
running. 

The art of planning and computer programming 
is extremely intricate and requires the exercise 
of planning abilities of a high order and pains- 
taking attention to detail. Also, if we are to 
achieve the desired time schedules, it requires 
that complete and final tabulation plans must be 
made available to technical programmers at a much 
earlier date than required by the processing 
system previously used. With such timing the pos- 
sibilities for flexibility and for improvisation 
of tabulation plans as you go along are extremely 
limited. We have for the past several months been 
writing, rewriting and testing some of the pro- 
grams to be used on 1960 Census data during the 
summer and fall of 1960 and throughout 1961. This 
process will continue for more than another year 
before we are finally satisfied that we are ready 
fbr the big job.. 

We are certainly not sanguine about our abil- 
ity to implement these plans without encountering 
serious difficulties. Here our plans to spend 
most of the next year on "dry runs" are important. 
During late February and March we plan to enumer- 
ate a pretest of the 1960 Census of Population. 
The areas we have selected for this dress rehearsal 
contain about 100,000 inhabitants and will allow 
us to anticipate many of the problems we will face 
in 1960. Also, we may run one more test in the 
summer of 1959 after the final census schedules 
are released for print. We plan to microfilm, 
process through FOSDIC, and tabulate the schedules 
resulting from these tests as many times as neces- 
sary between now and the summer of 1960 to acquire 
real skill in, and familiarity with the whole se- 
quence of procedures involved. 

Housing 100 percent tabulations. To this 
point our remarks concerning our electronic data 
processing equipment have been oriented to the 100 
percent population tabulations. Our comments apply 
equally to the 100 percent housing tabulations ex- 
cept that for the Housing Census there is no such 
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early time requirement imposed by law. Neverthe- 
less we hope to process the 100 percent housing 
data on approximately the same time schedule we 
have set for the 100 percent population data. 

Sample data. We plan to use the same complex 
of microfilm, FOSDIC,and 1105 computers to process 
the sample data for population and housing. For 
the sample population schedules the manual coding 
of occupation, industry, place of birth, and other 
questions must precede microfilming. While we are 
processing the 100 percent schedules this coding 
will be started. The microfilming of the sample 
schedules will begin as soon as the microfilming 
of the 100 percent schedules is completed. 

The volume of microfilm work and FOSDIC oper- 
ation for the sample schedules will be greater 
than the work load for the 100 percent cases. The 
workload on the computers for the sample will be 
several times that for the 100 percent tabulations 
when measured in terms of computer time required. 
Whereas we hope to edit and tabulate the 100 per- 
cent data with one pass of the magnetic tape 
through the computer (except for rejected ED's and 
for summarization runs) there will be several 
passes necessary for the more detailed sample 
tabulations. 

Our electronic data processing equipment has 
already demonstrated its utility for applying a 
variety of estimation formulas to sample statis- 
tics. The sample design for the 1960 Censuses is 
a fairly simple one. Nevertheless, the electronic 
processing will aid materially in obtaining esti- 
mates from the sample. We expect to use a ratio 
estimate, separately by age -sex groups and perhaps 
by size of household groups, still to be specified 
in detail. The ratio estimates will be applied by 
small areas, and fixed weights determined for each 
person will be carried through subsequent tabula- 
tions. Such ratio estimation would not have been 
practicable without the use of electronic comput- 
ers. The ratio estimates will reduce the sampling 
variances and result in close agreement between 
sample and complete census tabulations. 

Census Enumeration Methods 

In much of the country, perhaps 85 to 90 per- 
cent, we expect to divide the collection of census 
data into two stages. The first stage will be the 
complete census canvass. In advance of this can- 
vass, questionnaires containing the 100 percent 
questions will be distributed through the Post Of- 
fice to give respondents an opportunity, through 
self -enumeration, to prepare considered answers 
before the enumerator calls. There will be sup- 
porting publicity. The first -stage enumerators 

will canvass all households in their assigned enu- 
meration districts, as in previous censuses. They 
Will transcribe to the FOSDIC forma from the 
'auestionnaires prepared in advance by respondents, 
'or, as necessary, will ascertain by interview and 
record the information on FOSDIC schedules. In 
this first -stage enumeration every 4th household 
Will be designated for the sample, and the sample 
questionnaires will be left with these households, 
to be filled out by the respondents and mailed in. 

Second -stage enumerators will be selected 
from among the first -stage enumerators about April 
15, after most of the initial canvass is completed. 
They will be trained on the sample questions, will 
review and transcribe the mailed returns to FOSDIC 
forms, and follow up by telephone and personal 
visitation as necessary to complete the sample in- 
formation. In each stage the necessity of tran- 
scription by the enumerator calls to his attention 
any questions for which information has not been 
provided in the self -enumeration form, and provides 
an opportunity for examination of each response 
fór acceptability. He interviews and collects the 
data not entered on the self -enumeration form. 

In about 10 to 15 percent of the country, es- 
pecially in the more sparsely populated areas, a 
one -visit procedure will be used, with both 100 
percent and sample questions covered by the same 
enumerator on a single visit. In the areas where 
the one -visit procedure is followed, as elsewhere, 
the advance self -enumeration form will be distrib- 
uted through the Post Office for respondents to 
fill in. This form will contain only the ques- 
tions on coverage and content to be covered in all 
households. On occasion, in these areas, sample 
forms may be left to be mailed in, to reduce call- 
backs. 

It has long been recognized that the census 
procedures place a particularly heavy burden on 
enumerators. They must absorb information concern- 
ing techniques of enumeration, the use of mapa, 
administrative procedures, identification of sepa- 
rate living quarters, identification of residents 
and nonresidents and determination of who should 
be enumerated at a particular location, and desig- 
nation of sample households. In addition, they 
must learn to apply the many concepts and defini- 
tions relating to the various subjects in the 100 
percent and sample inquiries. Our field staff mem- 
bers believe that by separating the work into two 
stages, one primarily a canvass for census coverage 
and a few basic questions, and the other for the 

more difficult questions, we can more effectively 
train the enumerators for each stage separately, 
and can control their work more adequately, than 
under the one -visit approach. Also, the initial 
census canvass can be completed more rapidly, and 
thus reduce the effect of population movement on 
census coverage. 

Under the two -visit procedure we propose to 
train about 160,000 enumerators on the first stage 
of the work and as they complete their first work 
stage, to choose about one -third of them to be 
trained for and to carry out the second stage 
operation. 

The introduction of self -enumeration repre- 
sents the first time this method has been widely 
used in the U. S. Censuses of Population and Hous- 
ing. Experimental tests have been run on the use 
of self -enumeration at various times, including 
tests in 1948, and earlier, a test as a part of 
the 1950 Censuses, and tests in 1958. These tests 
have demonstrated widespread public cooperation, 
and show that the joint method of self- enumeration 
with enumerative follow -up is a feasible opera- 
tion, and can be accomplished at about the same 



cost level as with a regular direct enumeration 
census. Actual cost levels will depend upon the 
effectiveness of public cooperation. 

Our plans do not assume that we shall receive 
substantially complete public cooperation, but we 
are optimistic that we shall receive very favora- 
ble public response in a national census under- 
taking. In the test conducted in a few counties 
in the 1950 Census the questionnaires were to be 
mailed in and about 95 percent were received 
through the mail. In this case an average of more 
than 80 percent of the individual responses on 
questions were acceptable and did not need further 
inquiry, but some questions were unacceptable on 
many returned forms, and follows -up on one or more 
items was required for a high proportion of the 
households. We hope to improve the self -enumeration 
forms and publicity and achieve even better co- 
operation in the 1960 Censuses. 

The self -enumeration approach supplemented by 
follow -up enumeration as necessary is designed to 
take advantage of the joint contributions that can 
be made by respondents and enumerators. Our tests 
and research show that in a large army of more 
than 150,000 enumerators, recruited and trained in 
a short period, as they must be for the census, a 
considerable number will sometimes misinterpret 
the census instructions to enumerators. Particu- 
larly serious is the fact that an interpretation 
on the part of an enumerator may affect the re- 
sults for the entire area that he covers. We have 
learned that such variations in interpretations 
consistent within the work of an enumerator but 
varying among enumerators, can significantly af- 
fect census statistics, especially for small areas 
and small cells. Self- enumeration reduces the ef- 
fects of such tendencies toward consistent misin- 
terpretations. At the same time, this approach 
allows more mature consideration of the responses 
to the questions and permits the best informed re- 
spondents to participate. 

These comments on the effectiveness of self - 
enumeration have been directed particularly at the 
quality of information collected on various sub- 
jects. We hope, also, that the self- enumeration 
forms and the two -visit procedure will aid in im- 
proving coverage of the census._ The initial short 
(100 percent) self -enumeration form provides for 
listing all persons who are members of and live in 
each household, whether present or not at the cen- 
sus date, and also all persons present in the 
household, whether or not they live there. 

This approach, we believe,should help improve 
the coverage of less closely attached household 
,members, (related members other than the wife and 
children of the head, and especially lodgers, 
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guests, and persons with no usual place of resi- 
dence). These groups have proved particularly dif- 
ficult to cover adequately in a census. Perhaps 
providing for everyone on the self- enumeration 
form will result in a more complete listing of 
persons who should be listed as living in a house- 
hold. This procedure should, in addition, improve 
our ability to pick up and reallocate people in 
private households who live elsewhere but have no 
one there to report for them. 

We had hoped to arrange for the Post Office 
to check our census coverage, but this may not be 
feasible with the funds to be made available. This 
check would have taken the form of furnishing a 
card to the Post Office for each address covered 
in the Census. The mail carrier would sort these 
cards as though they were to be delivered to the 
indicated addresses, and then identify any ad- 
dresses or households known to the postal carrier 
but missing from the census. Tests have shown 
that this would be an effective device for improv- 
ing census coverage. It now appears that our re- 
sources may not permit this and certain other 
steps designed to improve coverage. 

We do expect, nevertheless, to introduce im- 
proved quality control operations in the field 
collection. We have not been able previously and 
we do not expect to be able to impose a rigorous 
quality standard and then inspect, identify, and 
reject unsatisfactory work sufficient to insure 
conformance with the specified standard. But we 
do believe we can provide enough sample inspection 
to identify the weaker enumerators and the weaker 
spots in the census, and provide for their improve- 
ment. The difficulty, of course, is that most of 
the census canvass is completed in a couple of 
weeks, and adequate inspection in a few days cov- 
ering a sample of all enumerators' work would re- 
quire very substantial responses. But we do believe 
that real progress can be made in inspection and 
improvement with the limited inspection and con- 
trols that can be established with available re- 
sources. It is in this respect that a Post Office 
check, were it feasible,would have been especially 
desirable because it would make effective use of a 
going organization that already has an extensive 
acquaintance with the people and where they live. 

In summary, while we shall not be able to ac- 
complish all of the improvements in method that we 
would regard as desirable, we are making many im- 
portant advances in census methods. These should 
markedly increase the timeliness of census publi- 
cations, and reduce costs, and we hope also will 
substantially improve quality. We shall under- 
take to evaluate the effectiveness of these and of 
certain alternative methods in special evaluation 
and experimental work to be conducted as a part of 
the census. 

detailed description of the 1950Census methods 
is given in The 1950 Censuses: How They Were Taken, 
Procedural Studies of the 1950 Censuses No. 2, 
Bureau of the Census. 
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WHAT WILL THE 1960 CENSUSES' DO? 

By: Conrad Taeuber, Assistant Director, Bureau of the Census 
U. S. Department of Commerce 

The results of the 1960 Censuses will provide 
a basis for action and analysis to a large number 
of persons and organizations. Many usera will be 
able to apply new yardsticks to the measurement of 
their current problems. Others who are concerned 
with the study of national, regional or local de- 
velopment will find a new benchmark to line up 
against those of the past. To meet these, and 
many other requirements for statistical informa- 
tion, the program of decennial censuses has been 
expanded and adjusted -especially during the last 
century. Only the first two censuses of the United 
States were limited to little more than a count of 
individuals and households. By 1810, it was al- 
ready necessary to add some inquiries concerning 
the growing industry of the new nation. After 
that, the program continued to expand and change 
as the needs of the country changed. The Eight- 
eenth Decennial Census includes a census of popu- 
lation and unemployment, one of housing (including 
utilities and equipment) and one of agriculture, 
irrigation and drainage. Censuses of industry, 
mineral industries and business are to be taken in 
1959, covering activity during 1958. 

One of the key numbers to be secured in the 
1960 Censuses is the population of the various 
jurisdictions and areas. Size is not only a matter 
of civic pride; it has many direct consequences. 
The apportionment of representation in the Con- 
gress and in the Legislatures of most States is 
based on the latest official census figures. Large 
sums of money are distributed from the Federal 
Government to the States and from the States to 
other governmental units, with the number of peo- 
ple as a major element in the distribution for- 
mula. Payments of $6 to $10 per person per year 
are not uncommon in the allocation of State funds. 

Cities and States may boast that they have 
outdistanced a particular rival in population size, 
but there are far more significant consequences 
from the establishment of official figures. The 
rights and duties Of municipalities are frequently 
dependent on the size of their population. The 
number of certain officials, their salary scales, 
the number of licenses for particular types of 
business, the applicability of certain laws, and 
even the terms on which loans can be negotiated 
and bonds sold are often dependent on the number 
of people. 

Government planning for roads, schools, hos- 
pitals, and other public services will be affected 
by the new figures -so will business planning for 
production, sales, advertising, and location of 
plants. With the growing interest in housing, 
there is an increased demand for housing data, 
particularly for small areas within cities. The 
urban renewal program especially will find the new 
data of great value. Federal, State, and local 
governmental agencies concerned with agriculture 
will evaluate their programs on the basis of new 
results, and business interests concerned with the 
production, transportation, processing, and sale 

of agricultural commodities, as well as those con- 
cerned with the sale of farm equipment or sup- 
plies, will find in the new results the materials 
necessary for efficient planning of their activi- 
ties in the years ahead. 

Many research studies will use the new data 
on population to analyze such topics as factors in 
the growth of population, the declining role of 
the foreign born, but the more enduring effects of 
differences in ethnic stocks, the geographic re- 
distribution of the population, centralization and 
decentralization in metropolitan areas, the north- 
ward and urbanward movement of the Negro, the con- 
tinuing growth of the West, the increase of the 
older population, changing patterns of family life, 
trends in the income distribution, rising educa- 
tional levels, the relative growth of service and 
other white collar occupations, and many others. 

Two Major Improvements Desired by Users 

In preparation for the 1960 Censuses, the Bu- 
reau of the Census several years ago arranged for 
meetings with census users in various parts of the 
country. The local chapters of the American Sta- 
tistical Association were particularly helpful in 
the conduct of these meetings. Many suggestions 
and criticisms were made, but two particularly 
stood out regardless of the part of the country in 
which the meetings were held. These were: (a) 

greater timeliness, and (b) more attention to small 
areas. Steps have been taken to go a long way to- 
ward meeting the suggestions, but it must be rec- 
ognized that when we are dealing with 48 States, 
3,000 counties, and 20,000 places, some results 
are going to come along earlier than others. 

Steps taken to assure greater timeliness in- 
clude efforts to speed up the field collection of 
data, a greater reliance on sampling for a consid- 
erable part of the data to be collected, and the 
use of new and faster equipment. This includes a 
document reading device which does away with the 
need for punching and verifying cards, high speed 
electronic computers to edit returns for accepta- 
bility and to tabulate them, and high speed elec- 
tronic printers for copy preparation. As a result, 
much of the published material will appear earlier 
than was the case in the 1950 Census; gains of 12 
to 18 months in the timetable should be possible 
for many of the tabulations. In the case of the 

population census, most items will be collected 
from a 25- percent sample of households. Only age, 
sex, color, relationship to head, and marital sta- 
tus will be asked of every person. This should 
speed up the collection of data in the field and 
expedite the editing and coding, since some of the 
items which have been placed on a sample basis re- 
quire manual coding and would have slowed up proc- 
essing if they were on a 100 - percent basis. In 
the case of the housing census, items which are 
not needed on a block basis will be collected from 
a 25- percent (or smaller) sample. In the Census of 
Agriculture steps have been taken to reduce the 



amount of information collected on a 100- percent 
basis, in part by moving additional items to a 

sample basis. 

Users who are interested in small area data 

take particular satisfaction in the fact that 
the number of census tracts has virtually doubled - 
from about 12,000 in 1950 to 22,000 in 1960. Nearly 
every city of 50,000 or more will have been tracted 
by the time of the 1960 Census, and for most cities 
of 100,000 and over, the entire standard metropol- 
itan area will have been tracted. 

Although the Bureau does not publish tabula- 
tions by enumeration districts, a number of users 
have found data for these small administrative 
work units useful for analysis where tracts are 
too large. In about 100 cities or counties ar- 
rangements have been made with local groups to 
have the enumeration districts defined in such a 

way that they would represent useful units for 
analysis should tabulations on that basis be de- 
sired. 

Housing statistics will again be presented by 
blocks for cities of 50,000 and over. Recognizing 
that such statistics might be useful in some 
places with a smaller population, the Bureau has 
undertaken to develop cooperative arrangements 
whereby block statistics can be made available for 
individual places which make the necessary ar- 
rangements, including payment of added costa, in 
advance. Some 133 communities have entered into 
such arrangements with the Bureau. 

The provision of data for minor civil divi- 
sions of counties in the past has. been both costly 
and difficult. The cost arises partly from the 
large number of such units; the difficulty from 
the fact that in some States these units have lit- 
tle stability or standing. In cooperation with 
State and county officials of 17 States, stable 
statistical areas, known as census county divi- 
sions, have been established. These will be used 
for whatever data are presented for subdivisions 
of counties in 1960. This program is an extension 
of one developed for the 1950 Census in coopera- 
tion with the State of Washington. 

Other Urgently Needed Improvements 

The staff of the Bureau has been very much 
aware of the need for improvements in both cover- 
age of the census and the quality of the data to 
be collected. Studies initiated by the Bureau in- 
dicate that the 1950 Census may have missed ap- 
proximately 3 percent of the population, that this 
deficit not evenly distributed, and that, as a 
consequence, some inequities may have resulted. 
The question of quality of the data is closely re- 
lated to the question of coverage. If the census 
tenda to miss young adult nonwhite males more fre- 
quently than some other groups, this fact affects 
sex ratios, age composition, household statistics, 
occupational statistics, and all other data in 
which age and sex are involved. If young couples 
tend to be missed more frequently than the average 
of the population, this may also affect the degree 
of coverage of infants. Analysts have long specu- 
lated on the reasons why respondents apparently 
failed sometimes to report such significant items 
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as the presence of a baby. Studies following the 
1950 Census, indicate that much of the underenu- 
meration of small children was accounted for by 
the underenumeration of their parents. 

A number of steps have been taken in the ex- 
pectation that they will make for improvement in 
quality and coverage. The work load of enumerators 
in rural areas has been substantially reduced by 
taking the Census of Agriculture separately -in 
the fall of 1959. Methòds are being developed to 
secure greater participation of each individual in 
providing the responses. In this way it is hoped 
to take advantage of the growing literacy of the 
population and the fact that consultation among 
household members may produce better replies than 
the off - the -cuff answers of the accessible re- 
spondents. In the last two Censuses of Agriculture 
significant gains were made by mailing copies of 

questionnaires to farmers in advance of the enu- 
meratien,so that they could have the answers ready 
when the enumerator called. In the Population and 
Housing Censuses an effort will be made to ac- 

quaint the entire population with the questions 
that are to be asked. A form calling for entry 
of the 100 - percent items is to be sent to every 
household in advance of the enumeration with the 
request that it be ready when the enumerator 
calls. Households included in the sample will also 
be provided with the additional questions before 
they will be expected to reply to them. 

Procedures and questionnaires have been sub- 
ject to considerable testing in the search for im- 

provements. Efforts are being made to simplify 
the enumerator's task. The information on resi- 
dential finance will again be collected from a 
relatively small sample through a survey conducted 
at a time different from that of the main enumera- 
tion. A number of areas that might be especially 
difficult for an enumerator will be identified in 
advance and special arrangements made to secure 
the information there. There has been some test- 
ing of the possibility that the knowledge which 
mail carriers have about their service area might 
be used to help in locating households which the 
census enumerator may have missed. The Bureau has 
continued its work of developing methods of check- 
ing the quality of the work during field collec- 

tion and processing. Plans are being developed to 
institute controls which will permit correction of 
errors at a time when such correction can be most 
effective. 

Continuity of Statistics 

A general purpose inquiry taken once in 10 
years must always come to grips with the question 
of the degree to which continuity of series is to 
be preserved as over against the fact that condi- 

tions and needs change and that apparent compara- 
bility-with the past maybe less useful than forth- 
right recognition that such comparability is not 

possible. This question has been in the foreground 
during all of the planning for 1960, as concepts 
and items have been reviewed to determine whether 
or not they should be included. 

Certain items which were used in past cen- 

suses are no longer useful. No one will be able 
to say truthfully that the 1960 Census asked for 



20 

everything, including the kitchen sink. That par- 
ticular piece of equipment is now so commonly 
found that no purpose would be served by asking 
about it. Indexes of levels of living which re- 
lied on electricity, running water, or mechanical 
refrigeration will have to be revised, for these 
items are now so nearly universal that statistics 
concerning their presence in the home are no long- 
er pertinent. Certain items of farm machinery have 
become obsolete, and the fact that the horse is a 
rapidly vanishing farm animal has meant that the 
amount of detail concerning horses can be sharply 
reduced. These illustrate some of the situations 
which have been encountered. There are, of course, 
many new claimants for inclusion and some of these 
could be accommodated. 

The spread and importance of what is known as 
contract farming gives this item special priority. 
The comparison of place of work and place of resi- 
dence promises significant information for stu- 
dents of metropolitan area problems and this item 
is to be included. Dr. Shryock and Mr. Daugherty 
will report in more detail on these and other 
changes that are being made. 

Where techniques for improving a particular 
line of information are available, the value of 
the improvement should be weighed against the im- 
pact on comparability. In the case of age there 
has long been a belief that asking for date of 
birth would provide data of better quality than 
those secured when age is asked for directly. Both 
devices have been used in the past but in recent 
years considerations of mechanical equipment were 
important in giving preference to the direct ques- 
tion on age. The new tabulating equipment makes 
it considerably easier to handle date of birth, 
and that is to be used in 1960. Some improvements 
are to be made in the definition of quasi- and 
other households and of farm residence. Efforts 
will be made to provide a new grouping within the 
rural population to identify separately the people 
who live in population clusters and those in the 
"open country." 

Recognition of new needs does not necessarily 
mean the elimination of all measures of compara- 
bility with the past. The Current Population Sur- 
vey provides the means of continuing series from 
the past which no longer merit consideration in 
the full census. It also gives the possibility of 
testing alternative procedures and for providing a 
bridge between the old and the new. Thus, the 
Current Population Survey is now the only source 
of data on literacy in the United States. The CPS 
late in 1958 collected statistics to help inter- 
pret the effect of the census rule which counts 
college students at the place where they are stay- 
ing when they are attending college. The CPS will 
provide a bridge between the old and the new con- 
cepts of farm residence. The availability of the 
CPS has made it possible to reduce the pressure on 
the census schedule and the respondent by provid- 
ing a vehicle for collecting national figures for 
a number of items which might otherwise have been 
required in the census. 

Post Enumeration Survey 

As an operation, a national census is unique 
in that it is carried out only once within a rath- 
er long time period and that it is not possible to 
test alternative methods under conditions which 
simulate the big census. The census itself offers 
the only real opportunity for examining certain 
proposed improvements which may be developed for 
the future. Moreover, the census operation itself 
is limited to a very short period of time, and 
once the collection of data has been started it is 
no longer possible to introduce improvements which 
may have been indicated by the experience of the' 
first days. Therefore, it is especially important 
to make a systematic study of the quality of the 
results that are obtained. Such an evaluation of 
the quality of the census results is considered 
essential part of the census program. The Post 
Enumeration Survey was the largest such effort in 
connection with the 1950 Qensus'and a similar ef- 
fort is planned for 1960. It is an accepted obli- 
gation on the census staff to point out the limi- 
tations of the data as they erect interpretations, 
comparisons or other uses that may be made of the 
data. 

Monographs 

The 1950 Census issued its findings in some 
107,000 pages of reports. In addition to the basic 
tables, there were a number of special reports re- 
lating to individual subjects. There were also a 
number of analytical reports which were developed 
in cooperation with other agencies, particularly 
in the field of agriculture. A number of organi- 
zations outside the government issued special re- 
ports bringing together in readily available form 
the census data most needed by their clientele. 

In cooperation with the Social Science Re- 
search Council a series of 13 census monographs 
has been issued. These publications provide an 

opportunity for specialists in the Bureau or in 
other organizations to bring together census and 
related materials concerning a particular topic 
and present them with more analysis and interpre- 
tation than is normally possible in a regular cen- 

report. 

It is planned to encourage such efforts for 
1960. One Federal agency has already taken steps 
to prepare summaries of the census data which are 
of particular relevance to its constituent agen- 
cies. The Social Science Research Council has es- 
tablished a committee to work with the Bureau in 
the development of a new monograph program. 

Census statistics are frequently reissued 
by private organizations, often in combination 
with related statistics of interest to particular 
groups. Despite the fact that we occasionally have 
to explain why we publish such statistics when 
they are available in these other sources, we plan 
to continue to encourage such use of the census 

results. The widest possible dissemination of 
census results is desirable to give the public 
full value from the very large investment that is 
represented by a Decennial Census. 



NEW SUBJECTS AND NEW EMPHASES IN THE 1960 HOUSING CENSUS 

By: Wayne F. Daugherty, Chief, Housing Division, Bureau of the Census 
U. S. Department of Commerce 

In the past, the census programs have changed 
as the statistical needs of the country have 
changed. The 1960 Housing Census program is no ex- 
ception. It will be quite different from previous 
censuses because it will contain many new subjects 
and new emphases. This reflects the changing sta- 
tistical needs in current housing programs, such 
as urban renewal, traffic management, water supply 
and pollution, and urban planning in general. The 
change in emphasis is the outgrowth of experiences 
gained by governmental agencies, by university re- 
search bureaus, and by analysts concerned with 
markets for housing and consumer goods or with 
factors associated with residential financing. 

Considerable effort was made to learn of 
these changing needs and to incorporate new sub- 
jects into the program. At the same time, it was 
necessary to do so without increasing the over -all 
scope and cost over that of the 1950 Census. To 
accomplish this, it was necessary to make greater 
use of sampling, to drop items of limited useful- 
ness, and to restrict the types of items and the 
amount of detailed classification. In addition, 
some items which were considered fundamental to 
current statistical requirements had to be omitted 
because of budgetary limitations. 

Censuses of housing traditionally have pro- 
vided benchmark data on characteristics of four 
general types: structural, occupancy and use, fa- 
cilities and equipment, and financial. Structural 
characteristics include such items as: number of 
rooms in the unit, number of units in the struc- 
ture, and a description df the structural condi- 
tion. Occupancy and use characteristics include 
such items as: tenure; number of persons in unit; 
and, in the case of vacant units, whether the unit 
is for rent, for sale, or held off the market. 
Equipment and facilities include some items which 
are descriptive of the quality of housing- toilet, 
bathing, and heating facilities, for example -and 
some items which are considered descriptive of the 
standards of living -air conditioning, clothes 
washer. Financial characteristics cover rents and 
value. The 1960 Census will provide not only 
benchmark data on characteristics, but also some 
data on the activity that is occurring in housing. 

Of the shifts in emphasis between 1950 and 
1960, two stand out as being somewhat more signif- 
icant than others. The first is the inclusion in 
1960 of a measure and description of the gross 

Changes in the housing inventory. The components 
Of change part-of the 1960 Housing Census will 
provide information on changes between the cen- 
suses of 1950 and 1960. For two previous decades, 
various individuals and groups, including Bureau 
of the Census, attempted to estimate the magnitude 
of these various components, without much success. 
The type of information to be collected will be 
similar to that which was collected in the Census 
Bureau's 1956 National Housing Inventory. In that 
survey, the first of its kind, data were collected 
on gross changes during the period 1950 to 1956. 
The data consisted of the measurement and the 
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characteristics of the major types of changes, 
such as, new construction, conversion, merger, de- 
molition. In addition, the survey provided some 
information on units which remained essentially 
unchanged. 

The second significant shift is the inclusion 
in the housing inventory of all private living ac- 
commodations. This change is an attempt to close 
a gap in our knowledge about the way people live - 
particularly in areas subject to urban renewal 
programs. Heretofore, the census has restricted 
the housing universe to living quarters which met 
specified criteria for classification as dwelling 
units. Generally, a dwelling unit consisted of 
quarters which were occupied as separate living 
quarters and which had both cooking equipment and 
a private entrance. The 1960 Census will include 
all private living quarters which are separate 
housing units even though the unit may have only 
one of the two specified criteria. Although this 
is an oversimplification of the comparison of the 
definitions, it serves to indicate the expanded 
coverage of the living quarters universe. The 
types of quarters which will be added in 1960 are, 
for example, rooms in converted houses which are 
occupied by a separate family or individual but 
whose occupants do not have any cooking equipment 
or share common kitchen facilities. In 1950, the 
exclusion of large rooming houses from the housing 
inventory resulted in the loss of many quarters 
which actually were separate housing units. 

Because the 1960 Census will identify all 
separate living quarters, the identification of 
the unit of enumeration will be changed from 
"dwelling unit" to "housing unit." For purposes 
of comparability with 1950, housing units which 
have both cooking equipment and separate entrance 
will be identified as dwelling units. 

Of the individual subject items in the 1960 
Housing Census, less than one -half were included 
as such in the 1950 Census. These are: number of 
units in structure,number of rooms, year structure 
built, tenure, contract rent, value, water supply, 
bathing facilities, toilet facilities, heating 
equipment, heating fuel, and cooking fuel. 

There are six additional items carried over 
from 1950 but which have been changed since then 
because of the necessity to improve the concept to 
satisfy the needs of the users. These include: 

condition, farm residence, classification of vacant 
units, gross rent, radio, and television. The 1960 
plans are to classify farm residence on the basis 
of number of acres in the property and the value 
of agricultural products sold. Vacant units "held 
for occasional use of the owner" are to be sepa- 
rated from the total group held off the market. 
Gross rent will be obtained simply by adding the 
cost of gas, electricity, water, and bulk fuel to 
the contract rent. Estimates of rent without fur- 
niture, in the case of furnished units, will not 
be used. With regard to radio and television, the 
number of sets will be reported rather than merely 
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their presence in the dwelling. Another change 
incorporated in the 1960 Census is the measure of 
structural condition of housing units. In 1950, 
all dwelling units were classified as either "not 
dilapidated" or "dilapidated." In the 1960 pro- 
gram, the concept of "not dilapidated" has been 
subdivided to reflect two gradations of quality - 
"sound" and "deteriorating." 

This leaves a list of sixteen items which are 
being collected for the first time. They are: type 
of trailer, presence of basement in structure, 
number of bedrooms, number of bathrooms, elevator 
in structure, duration of vacancy, year present 
household moved into unit, hot water, heating fuel, 
source of water supply, method of sewage disposal, 
number of automobiles for personal use, and five 
equipment items -air conditioning,home food freez- 
er, clothes washing machine, clothes dryer, and 
telephone. The population items used in the tabu- 
lation of housing data -number of persons in hous- 
ing unit, color of head of household, and income - 
are unchanged from 1950. 

Many of the changes which have been made, 
particularly those involving concepts, are the 
outcome of working closely with staffs of other 
Federal Government agencies and with advisory com- 
mittees. We have, in addition, brought in experts 
in various fields to supplement our staff in the 
research and developmental stages prior to accept- 
ing a new item or making any changes in items re- 
tained from 1950. 

The aim of the Bureau of the Census to in- 
clude items of high priority made it imperative to 
reduce the basic program in other aspects. A few 
1950 items were dropped -mortgage status of owner- 
occupied homes, kitchen sink, type of refrigera- 
tion, and electric lighting. 

A few subjects which had been proposed were 
discarded in favor of subjects considered to have 
a higher priority or considered to be less costly 
to enumerate. One proposal, which would add to 
the understanding of urban problems, was to obtain 
data on all structures -type, floor space, number 
of floors, etc. Later, it became apparent that re- 
sources were not available to develop this pro- 
posal. 

Another proposal was to collect detailed in- 
formation on housing costs for owner- occupied 
properties, e.g., taxes, utilities, fuels. Still 
another was to enumerate the characteristics of 
the previous housing for households that had moved 
in the two years prior to the census, e.g., where 
the previous house was located, rent paid, or 
value. 

Still another proposal, which was discarded 
because of budgetary limitations, was the recom- 
mendation to extend the block statistics program 
to urban fringes and to places with fewer than 
50,000 inhabitants. However, for 1960, the Bureau 
is contracting with these cities for block statis- 
ties. The cities will pay the incremental costs 
to number the blocks and tabulate the detailed 
data. 

As has been mentioned, sampling will be used 
more extensively in 1960 than in 1950. Only 9 of 
the 31 items to be collected in cities of 50,000 
or more (block cities) and 3 of 33 items to be 
collected elsewhere will be enumerated on a 100 
percent basis. In fact, the only 100 percent items 
are those which are needed either for the control 
of the enumeration process or for providing block 
statistics. Of the sample items, about a third are 
collected on a 5 percent basis. For the 5 percent 
items, information would be provided for large 
areas such as standard metropolitan areas, coun- 
ties, and cities with a population of 50,000 or 
more. The 20 or 25 percent samples permit statis- 
tics down to cities of at least 10,000. For smaller 
places, most of the items collected in the 20 and 
25 percent samples will be presented, but for a 
very limited number of categories. For vacant 
dwelling units, the sample will not be adequate to 
provide detailed characteristics for places smaller 
than standard metropolitan areas and for places 
under 30,000 only a count of vacant units by sta- 
tus will be provided. 

Plans for the 1960 Census, as in 1950, call 
for detailed statistics on residential financing. 
On the basis of experiences in 1950 and more re- 
cently in the 1956 National Housing Inventory, 
data on residential financing are expected to em- 
phasize recent financing transactions. However, 
less detail than in 1950 will probably be collect- 
ed on rental properties. As in 1950, we expect to 
obtain some of the information from the owners of 
residential properties, supplemented by informa- 
tion from lenders. 

As now being developed, the enumeration on 

residential financing and on components of change 
in the housing inventory may be combined. If so, 
statistics for the United States as a whole and 
for each of 25 standard metropolitan areas can be 
provided for both programs. The information would 
be collected as of December 1959. Information on 
mortgaged properties will, therefore, not be an 
integral part of the basic 1960 Census, nor was it 
in 1950. 

The 1960 Census was planned with recognition 
of the importance of including items which would 
be of optimum value in meeting current needs. At 
the same time, it was considered desirable to main- 
tain comparability with previous censuses. For 
example, although the basic unit of enumeration 
has been revised, many users and our advisory com- 
mittees stressed the need to retain comparability 
with the 1950 definition. Where possible, this 
objective is being met. 

In connection with the enumeration of the 
housing unit as the basic unit of measure, it was 
the recommendation that housing statistics be pub- 
lished for all housing units, instead of dwelling 
units only. In addition, a few statistics should 

be published separately for housing units of the 
type which were omitted from the 1950 Census. 

Refinement of present plans, as well as limi- 
tations of publication space, may change some of 
our proposals. Within this framework, it is hoped 
that this forthcoming census will provide data 
which would serve the most urgent needs for hous- 
ing statistics. 
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1960 CENSUS OF HOUSING- CONTENT AND COVERAGE 

Characteristics 

Percent coverage in 

Characteristics 

Percent coverage in 

Block 
cities 

(population 
of 50,000 
or more) 

Other 
urban 
and 

rural 
places 

Block 
cities 

(population 
of 50,000 
or more) 

Other 
urban 
and 
rural 

places 

Structure Equipment and facilities 

Condition 100 25 Water supply 100 25 
Number of units in structure.. 20 20 Bathtub or shower 100 25 
Year structure built 25 25 Toilet 100 25 
Number of rooms 100 100 Number of bathrooms 20 20 
Number of bedrooms 5 5 Source of water 20 
Type of trailer 25 25 Sewage disposal 20 
Basement in structure 20 20 
Elevator in structure 20 Telephone 25 25 

Occupancy 
Automobile use 
Heating equipment 

20 
25 

5 
25 

Tenure status 100 100 House heating fuel 5 5 
Vacancy status 100 100 Cooking fuel 5 5 
Duration of vacancy 25 25 Water heating fuel 5 5 
Duration of occupancy 25 25 
Farm residence 25 Television 5 5 

Financial 
Radio 
Clothes washing machine 

5 

5 

5 

5 

Contract rent 100 25 Clothes dryer 5 5 

Gross rent 25 25 Home food freezer 5 5 

Value 100 25 Air conditioning 5 5 
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WHAT IS NEW IN OUR EIGHTEENTH DECENNIAL CENSUS OF THE POPULATION? 

By: Henry S. Shryock, Jr., Bureau of the Census 
U. S. Department of Commerce 

As Dr. Taeuber has described in his paper, 
the content of the decennial census expanded very 
rapidly in the first century after its modest 
beginnings in 1790. The peak in the number of in- 
quiries was reached about a half century ago, how- 
ever, as it was gradually realized that the burden 
upon the enumerator was becoming too great and 
that, in any case, some types of information could 
not be satisfactorily collected by enumerators 
with but little training and experience. In the 
process of reorganizing the Federal Government's 
attempts to obtain many different varieties of im- 
portant statistics,certain broad fields of inquiry 
were dropped altogether from the decennial census 
but they sometimes became the objectives of other 
forms of statistical compilation. For example, the 
Federal Government cooperated in the establishment 
of Registration Areas for births, deaths, mar- 
riages, and divorces. Very recently and after a 
long hiatus, the National Health Survey has been 
developed as a much superior method of obtaining 
data on morbidity and related phenomena by means 
of household interviews. The separation of the 
field work of the Census of Agriculture by six 
months from that of the Census of Population and 
Housing is an innovation that will simplify the 
training and duties of the field staff and should 
contribute to improved quality of the respective 
data. 

Other major changes in methods of data -gath- 
ering and office processing have already been 
mentioned. Probably more of these are being in- 
troduced in 1960 than have ever been made in any 
preceding decennial census. In contrast, the in- 
novations in the content of the population sched- 
ule are relatively few. There will be a slight 
net increase in the number of items to be recorded 
for persons in sample households; but, because of 
the transfer of all but a few items on personal 
characteristics to the sample, the average number 
of items recorded per person in the population 
will be considerably less than in 1950. 

The remaining statistical items to be ob- 
tained on a 100- percent basis will be relationship 
to head of household, sex, race, age, and marital 
status. Farm or nonfarm residence, birthplace, 
citizenship, the labor force items, and occupation 
and industry -all of which were on a complete - 
count basis in 1950 -will be transferred to the 
sample in 1960. This will be a 25- percent sample 
of households rather than a 20- percent sample and 
a 3 1 /3- percent sample of persons as before, thus 
making it possible to relate sample characteris- 
tics of different members of the household. For 
example, the wife's fertility can be related to 
the husband's education, occupation, or income. 

Incidentally, the number of children ever borne 
was among the few items on the 3 1 /3- percent sam- 
ple in 1950. 

Probably the main new topic to be added to 
the schedule is that of place of work, which also 
happens to be the topic that the public has most 
frequently requested us to add. Although our 

experience in several pretests has indicated that 
it is not feasible to collect as much geographic 
detail on place of work as is desired for some lo- 
cal programs, still it is expected that the result- 
ing data should provide a major "breakthrough" in 
the study of commuting since for the first time a 
vast amount of nationally comparable data will be 
available for all parts of the country, not only 
on the prevalence of commuting and the major 
streams of movement but also on the characteris- 
tics of commuters as compared with those of work- 
ers who are employed nearer to their homes. The 
statistics should shed light on such phenomena as 
the journey to work and the daytime population of 
various kinds of areas and, moreover, should per- 
mit further reconciliation of labor force and in- 
come data obtained from household surveys with 
those obtained from establishment reports. 

Specifically, persons currently employed will 
be asked to give the county of employment and also 
the city, if they work in a city. Furthermore, 
they will be asked to give the principal means of 
transportation used in getting to work. 

Plans for tabulations from these data are 

still being developed and have not yet been dis- 
cussed with our advisory committees. Tentatively, 
we have in mind something like the following: 

(1) For each county of residence, the employed 
workers will be classified as working in the given 
county, as working in other counties, or as not 
having a fixed county of work. The feasibility of 
tabulating the distribution of total workers em- 
ployed in each county according to whether or not 
they also live there is still to be investigated. 

(2) Since large -scale and long- distance com- 
muting is essentially a metropolitan phenomenon, 
tabulations in greater geographic detail will 
probably be restricted to metropolitan areas and 
their environs. Within each standard metropolitan 
area, the central city (or cities), the balance of 
the county containing that city, and individual 
counties within the so- called metropolitan ring 
would be distinguished. As a long- needed aid to 
the Federal Government's program of delineating 
standard metropolitan areas, the individual coun- 
ties in the next tier beyond present boundaries 
would also be included in this tabulation. These 
counties and central cities would then be used as 

units in the cross -classification of place of work 
with place of residence. 

There are already indications that some local 
agencies would like to obtain greater detail on 
commuting by place of residence. This could, of 
course, be made available if there are sufficient 
resources. In fact, perhaps a supplementary tabu- 
lation in the form of a standard package could be 
worked out that could be purchased by interested 
local agencies. If this were contracted for early 
enough, it could be planned so as to reduce the 
costs and to make it available fairly promptly 
after the regular tabulation program is concluded. 



(3) The previously mentioned cross- classifi- 
cations of commuters in terms of such characteris- 
tics as size of place of residence, occupation, 
industry, and class of worker, and part -time or 
full -time status, are of considerable analytical 
interest. This kind of interest might be ade- 
quately served by tabulating a subsample of cases 
in terms of rather gross geographic categories. 
In so far as this sort of data is wanted for spe- 
cific areas rather than for the more conceptualized 
types of areas, the special- package contract tabu- 
lation just described might be an appropriate 
vehicle. It must be appreciated that even the 
restricted program of regular tabulations that I 
have just proposed will generate an enormous 
amount of data for publication. 

The results of two decennial censuses make it 
clear that the labor force questions cannot be 
used there as worded in the Current Population 
Survey but must be simplified. The general ob- 
jective, however, will still be to determine labor 
force status in the preceding week. For those who 
have worked at any time .during the past 10 years, 
a description of the current job, or of the last 
job, will be obtained. This description will con- 
sist not only of the occupation, industry, and 
class of worker, but also of the name of the com- 
pany, business, organization, or other employer. 
The purpose of this last item is to improve the 
coding of industry by making it possible to use 
registers that will be prepared'in advance of the 
enumeration. Moreover, it is hoped that the eco- 
nomic items, in general, will be among the major 
beneficiaries of the prospective greater use of 
self -enumeration since workers who are normally 
absent at the time of an interview would have an 
opportunity to supply information about their 
jobs, incomes, etc. A major change in the method 
of collecting data does run the risk of making a 
noticeable impact on historical comparability, of 
course. 

Obtaining age from date of birth seems to be 
a procedure that is particularly well- suited to 
self -enumeration and should lead to greater accu- 
racy in the reporting of age. From a question on 
age at last birthday, "heaping" on favored termi- 
nal digits still persists somewhat, particularly 
among older people, and there are directional 
biases for some of the functional age groups that 
have created problems in the use of age data. 

As part of the inquiry on population mobility 
each person will be asked to give his place of 
residence five years ago. This reversion to the 
five -year period of the 1940 Census from the one- 
year period of the 1950 Census was dictated by a 
desire to avoid a short and unusual period of time 
and by a desire to secure a larger number of mi- 
grants for analysis. The 1950 Census material on 
migration also provided but little information on 
suburbanization and other forms of population 
movement within metropolitan areas. The 1960 ques- 
tions will aim to identify movers between central 
cities and outlying parts of the metropolitan 
area, and some of the tabulations will deal par- 
ticularly with this widespread contemporary form 
of population redistribution. Additional material 
on population mobility will be obtainable from a 
question on the year in which each person moved 
into his present home. 
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Continued interest in our mounting educa- 
tional problems is recognized by the obtaining of 
some additional facts in this field: (1) persons 
attending school will be asked whether they are 
attending a public or a private school, (2) the 
number of persons who have completed at least a 
year of graduate work will be ascertained, and (3) 

the attendance question will be extended to per- 
sons 30 to 34 years old. 

There has been growing concern with the meas- 
urement of the farm population by means of the 
simple opinion question, "Is this house on a farm 
(or ranch) ?" Without the support of objective cri- 
teria as to what is meant by a farm, this question 
leads to results that are not of very high relia- 
bility. The opinions even of persons within the 
same household may differ here. It was probably 
originally assumed that a farm was a simple en- 
tity, the existence of which is obvious to any 
reasonably intelligent observer. Accelerating 
trends in agriculture and in commuting from open - 
country residences have made this assumption much 
less valid today than it was several decades ago. 
Our studies have shown that perhaps a quarter of 
the households living on so- called "farms" have 
little or no connection with agriculture. The cur- 
rent proposal is to substitute questions on the 
acreage and value of agricultural products con- 
cerning the tract of land on which each rural 
household lives. Farm residents would then be- 
come those households living on (1) tracts of 10 
acres or more from which agricultural products to 
the value of $50 or more were sold last year and 
(2) tracts of lesser acreage from which the prod- 
ucts sold had a value of $250 or more. This defi- 
nition would correspond very closely to the defi- 
nition of a farm to be used in the 1959 Census of 
Agriculture. Despite the six -months' gap between 
censuses, it may still be possible to prepare a 
matched subsample of households, homes, and farms 
from the three censuses so that the kind of tabu- 
lations made after 1950, cross -classifying the 
data of these three censuses, can be run. 

A new kind of collation, not restricted to 
the farm population, is also being considered in 
the form of a person -household tape. Here the 
characteristics of a sample of persons would be 
related to those of the households and dwelling 
units in which they live. Thus, it would be pos- 
sible to examine the living arrangements of the 
aged, the types of homes in which children are be- 
ing raised, and the relationships between labor - 
force participation of mothers of young children, 
income of husbands, and the presence of nonworking 
adults and older children in the home, to name a 
few examples. 

The electronic computer will also make it 
much cheaper than before to produce derived fig- 
ures such as percentage distributions, ratios, 
means, and medians, which formerly had to be ob- 
tained by clerks using desk calculators. There- 
fore, it is expected that the 1960 publications 
will contain many more such figures, and hence the 
users of Census reports should be saved a great 
deal of time and greater use should be possible on 
the part of persons and agencies with limited time 
and means. Mechanical editing within the computer 
will permit more effective handling of unknowns 
and inconsistencies while, at the sane time, a 
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record is kept of the number of allocations and 
edits made on each subject item. 

Dr. Taeuber has already mentioned some of the 
forthcoming innovations in the field of statisti- 
cal areas. Let me supplement his account by men- 
tioning two or three others. Since some limitations 
of the farm residence concept have become apparent 
and since the new questions on this topic will be 
asked only of the sample, attention has been di- 
rected to supplementary ways of subdividing the 
rural population. In 1950, unincorporated villages 
of 1,000 inhabitants or more were first identified 
and given separate treatment. Under consideration 
is an effort to extend this program to smaller un- 
incorporated places so that the population in vil- 
lages and hamlets can be separated from a residual 
that might be called the "open country" popula- 
tion. The size and characteristics of these two 
major segments of the rural population could then 
be presented by States, counties, and economic 
areas. Such data should be of particular interest 
to rural sociologists and others who have been 
concerned with the heterogeneity of the rural - 
nonfarm population. 

A different approach to reducing this hetero- 
geneity was begun in the 1950 Census when urban- 
ized areas were first delineated. The closely 
built -up suburban fringes of these areas were 
transferred from rural to urban territory, thus 
resulting in a major improvement in our urban- 
rural classification. In 1960, methods of bounding 
urbanized areas will be simplified somewhat, and an 

up- to- the -moment picture of the extent of suburban 
development around all cities of 50,000 or more 
will be available. 'Unfortunately, it does not now 
seem feasible to extend the delineation of urban- 
ized areas to smaller cities. 

One of the most prominent trends in municipal 
development during the 1950's has been the greatly 
increased number of annexations to incorporated 
places. No account of urbanization during the 
period could be complete that overlooks this proc- 
ess, and measurement of the population involved 
seems to be called for. We propose to publish, for 
every urban place that has had one or more annexa- 
tions during the decade, the 1960 population in 
the total annexed area. Such statistics should be 
particularly useful to the many persons who esti- 
mate the intercensal net migration for individual 
cities and for urban and rural areas. Annexation 
has been an uncontrolled factor in the study of 
the components of population change to which most 
analysts have been able to give merely qualitative 
recognition. 

Finally, this will be the first census in 
half a century when we shall be faced with the 

problem of how to handle an addition to the area 
covered by the States. The statistical integration 
of Alaska will be accomplished as far as the 1960 
data are concerned; and probably to a limited ex- 
tent, some alternative historical revisions can be 
presented. We hope that a question mark will not 
be poised over the status of Hawaii at the time we 
are having to conclude our publication .plans. 
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INQUIRIES FOR 1960 CENSUS OF POPULATION 

[NOTE: Inquiries i - 7 will be made of all persons 

Inquiries 8 - 16 will be made of all persons 
(as applicable) in every fourth household 

Inquiries 17 - 25 will be made only of persons 
14 years old or older in every fourth household] 

1. Name 8. Farm Residence 

Last name, first name, middle a. Are there 10 or more acres 
initial in this place? 

2. Address 
b. (If less than 10 acres) 

Did agricultural products 
Street, avenue, or road sold have a value of $250 
House (and apartment) number or more? 

(If 10 acres or 
3. Relationship to head of household 

Did agricultural products 
What is the relationship of this sold have a value of $50 
person to the head of this unit? or more? 

Head 
Wife of head 
Child of head 
Other relative 
Non relative 
Inmate 

4. Sex 

Male 
Female 

5. Color or race 

White 
Negro 
American Indian 
Chinese 
Japanese 
Filipino 
Other -give specific color or race 

6. Month and year of birth 

What is the month and year of 
birth? 

7. Marital status 

Is he now: 

Married? Separated? 
Widowed? Never married? 
Divorced? 

9. Place of birth 

In what State or foreign coun- 
try (or territory or posses- 
sion) was he born? 

10. Citizenship 

If born in foreign country is 
he a citizen of the United 
States? 

Naturalized citizen? 
Alien? 
Born abroad of American 

' parents? 

11. Country of birth of parents 

a. Where was his father born? 

U. S. or 
Write name of foreign coun- 
try, or U. S. territory or 
possession. 

b. Where was his mother born? 

U. S. or 
Write name of foreign coun- 
try, or U. S. territory or 
possession. 
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12. Length of residence and migration 

a. In what year did he (last) move 
into this house (or apart- 
ment)? 

1959 
1958 
1955 
1950 
1949 

or 1960 

to 1957 
to 1954 
or before 

b. Where did he live on April 1, 
1955? 

Same house (or apartment) 
or 

Enter city, county, and 
State or foreign country: 

and specify whether "in city 
limits" or "not in city 
limits" 

13. Educational attainment 

a. What is the highest grade (or 
year) of regular school he 
has ever attended? 

Never attended school 
Kindergarten 
Elementary school -1, 2, 3, 
4, 5, 6,'7, 8 years 
High school -1, 2, 3, 4 
years 
College -1, 2, 3, 4, 5, 6 
or more years 

b. Did he finish this grade (or 

year)? 

14. School attendance 
á. Has he attended regular school 

at any time since February 1, 
1960? 

Yes regular school 
No (did not attend school 
or attended special 
school only) 

Born before April 1925 
(35 years old or older) 

b. If he attended school since 
February 1 -is it a public 
school or private school? 

Public school 
Private school 

15. Times married and date of marriage 

If person has ever been mar - 
married -Has he been married 
more than once? 

Yes: When did he get married 
for the first time? 

No: When did he get married? 

16. Fertility 

If this is a woman who has ever 
been married -How many babies 
has she ever had (not counting 
stillbirths)? 

None, 1, 2, 3, 4, 5, 6, 7, 8, 

9, 10, 11, 12, 13, 14, 15 or 
more 

17. Employment status and hours worked 

a. Did he work at any time last 
week? (Include part -time 
work such as a Saturday job, 
helping on a farm, or de- 
livering papers. Do not 
count own housework) 

b. If Yes in "a" -How many hours 
did he work last week? 

1 -14 hours 
15 -29 hours 
30-34 hours 
35 -39 hours 
40 hours 
41 -48 hours 
48 -59 hours 
60 hours or more 

c. If No in "a" -Was he looking 
for work or on layoff from 
a job? 

d. If No in "c" -Even though he 
did not work last week, does 
he now have a job he usually 
works at? 

18. Date last worked 

When did he last work at all, 
even for a few days? 

1960 1950 -1954 
1959 Before 1950 
1955 -1958 Never worked 



19. Occupation, industry and class of 
worker 

If he worked in 1950 or after: 
Describe job or business held 
last week, if any, and give 
name of employer. If no job 
or business last week, give 
the information for last job 
or business. 

a. For whom did he work? 

Write of company, busi- 
ness, organization, or 
other employer or 

If on active duty with Armed 
Forces, skip parts b, c, 
and d 

b. What kind of business or in- 
dustry was this? 

(Examples: poultry hatchery, 
county junior high school, 
auto assembly plant, radio 
and TV service, retail 
supermarket, highway con - 
struction) 

c. What kind of work was he 
doing? 

(Examples: truck driver, 8th 
grade English teacher, paint 
sprayer, repairs TV sets, 
grocery checker, civil engi- 
neer) 

d. Class of worker? 

For private company, business 
or individual for wages or 
salary 

With a Federal, State,, or 
local government 

In his business, profes- 
sional practice or farm 

Without pay in a family busi- 
ness or farm 
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20. Place of work 

If he worked last week: What 
city or county did he work in 
last week? 

Did not work 
No fixed place 
Worked at: City, county, and 
State: and specify whether 
"in city limits" or "not in 
city limits" 

21. Means of transportation 

If he worked last week -How did 
he get to work? (Mark princi- 
pal means of transportation 
used last week) 

Railroad 
Subway, elevated 
Bus, streetcar 
Taxicab 
Private automobile 
Walk only 
Worked at home 
Other means, specify 

22. Weeks worked 

a. Last year (1959) did he work 
at all, even for a few days? 

b. If yes -How many weeks did he 
work in 1959, either full - 
time or part -time? (Include 
paid vacation, paid sick 
leave, and military service) 

13 weeks or less 
14 -26 weeks 
27 -39 weeks 
40 -47 weeks 
48 -49 weeks 
50-52 weeks 
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23. Earnings in 1959 

If worked in 1959- 

a. How much did he earn in 1959 
in wages, salary, 
sion, or tips from all Jobs? 
(Before taxes, bond deduc- 
tions, etc.) 

Enter amount or none 

b. much did he earn in 1959 
working in his own business, 
professional practice, 
partnership, or farm? (Net 

income after business ex- 
penses) 

Enter amount or none 

24. Other income in 1959 

Last year (1959) did he receive 
any income from: 

Social security, pensions or 
veteran's payments: 

Rent, interest or dividends: 

Unemployment insurance or 
welfare payments: 

Any other source not already 
reported 

Enter amount or none 

25. Veteran status 

If simile-Did he ever serve in 
the Arm, Navy, or other Anted 
Forces of the United States 
during- 

a. Korean War (June 1950 to 
January 1955) 

b. World War II (September 1940 
to July 1947) 

c. World War I (April 1917 to 
November 1918) 

d. Any other time, including 
present service 

USCOMM--DC 



Panel on 

Planning the 1960 Censuses to Meet National and Local Needs 

Discussion by J. T. Marshall - Canada 

I am sure, Mr. Chairman, we have all 

listened with interest and envy to the many chal- 
lenging and stimulating plans which our col- 

leagues from Suitland have presented for our in- 
struction this morning. Conrad Taeuber has given 

us a broad and timely insight into the proposals 

for the 1960 Population Census of the United 

States which introduces many new and intriguing 
approaches in the application of the enumeration, 
tabulation and publication of the Census results. 
Wayne Daugherty has outlined to us the plans for 
Housing and here, too, we find new approaches 
being brought into play. Also Henry Shryock has 
sketched the new items that will be available in 

your 18th Census in so far as it measures the 

human resources. I am sure you will agree, Ladies 

and Gentlemen, that they have given us a very 
comprehensive picture of what would happen in the 
Census, the sort of things we may expect out of 

it and, in fact, have covered the "Census Water- 
front" very thoroughly indeed. 

The plan for Agriculture sets out, at 

least to the Canadian census takers, one of the 

most challenging departures in the census propo- 

sals. The decentralization of the central col- 
lection, tabulation and analysis processes to the 
Town of Parsons in the State of Kansas will, I am 
sure, produce many new problems and stimulate 

many new techniques for meeting and solving them. 
I am sure everyone here wishes the Bureau of the 
Census a full measure of success in these under- 
takings and that their reward will be in keeping 
with all the hard work that has gone into their 
efforts. 

We Canadians face many of the same pro- 
blems confronting our United States friends, 
though on a smaller scale. While the scale of our 
operation is far smaller, with a population of 
18 -19 million expected in 1961 compared to the 

190 million for the United States, we have the 
added problem of a small population scattered 
over a large area. Thus, although we are aware 
of the advantages of separate enumeration for 
each census, we feel that we must live for a time 
yet with a simultaneous enumeration for our four 
censi - Agriculture - Housing - Merchandising and 
Services and Population. Our decision is as much 
due to physical, as it is financial considera- 
tions. It is rather obvious, Mr. Chairman, that 
large or small, so many of the problems which 
underlie these proposals are of such great inter- 
est to all census takers - and to those who use 
the product of their efforts - it is hard to know 
where to start this discussion. It has been sug- 
gested that I tell you something about the Cana- 
dian proposals in so far as the technicians have 
developed them, but I must point out that the 
Cabinet has not yet given its approval to any 
census proposal. One thing is almost certain and 
that is because of the constitutional require- 
ment, Census Day in Canada will be June 1, 1961. 
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Of special interest to me personally is 
the question of timeliness. Our speakers have em- 
phasized the need for making census material 
available as quickly as possible and have pointed 
out how they propose to use sampling procedures 
and mechanical equipment to reduce production 
times for the results by 12 to 18 months. We in 
Canada also propose to reduce our enumeration time 
in 1961 by utilizing sampling techniques. In our 

population census, for instance, there will be 
some 34 questions on the 1961 schedules of which 
12 will be taken on a sample basis. This compares 
to a total of 30 questions asked in 1951, all of 
which were on a hundred per cent basis. It is 

hoped that such devices will be of use in reliev- 
ing pressure on the enumerators and assuring a 

speedier return of the material from the field. 

From the point of view of saving time by 
the use of electronic equipment, we were a little 
bit proud of ourselves because in this respect we 
accomplished a good deal in 1951. At that time we 
introduced the "mark sense" reading devices and 
cut sharply from the several release dates - two 

to four years. As we all realize - one of the 

"devils" of volume statistics is the long delay in 
the preparation of material for processing by high 
speed computers and tabulators. The trick of get- 
ting the material into the machines is the 

"defile" through which all our armies of data must 
pass. By the use of electronic "mark sense" 
readers we were able - in 1951 and 1956 - to cut 

short this operation and the resulting increase in 
timeliness over the previous Census releases was 
astonishing. We trust that the U.S. Bureau of the 
Census will achieve even greater results from 
their planning for 1959 and 1960 than we did with 
ours nearly a decade ago, because even the gains 
of 1950 -51 - over 1940 -41, which we still hope to 
maintain, - were not enough to meet the demands 
for more and more complicated analyses and faster 
release of the results. 

As a further step along the "census road 
of romance" - that Bill Madow referred to at the 
session on Saturday - in respect to machines me 
expect to use an electronic computer in the 1961 
Census of Canada, but we know full well that fur- 
ther time reductions comparable to those of 1951, 

cannot be expected again. The added saving in time 
will be largely a problem of getting the material 
into the computer faster and new methods of 
achieving this - we are now confident - will be 
worked out in time for the Canadian test in June, 
1959. The advantages of using "brains" or "memo- 
ries" in metallic form for processing would seem 
to be cheaper operations and the possible improve- 
ments in quality and variety of the data, as so 
ably pointed out by Mr. Shryock. Of course, in 
the use of electronic computers, the Bureau of the 
Census people are the "Grandaddies" of all census 
takers - so once again we are looking forward to 
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the valuable lessons that we shall learn - in 
computer application - from their efforts and 
their experiences. 

We are all, I am sure, exceedingly in- 

terested in the heroic efforts being planned by 
all countries taking censuses to improve coverage 
and quality. I am afraid some of us may feel that 
these efforts will prove somewhat costly, and in 
Canada we have had to ask ourselves "whether to 
us the gain will compensate for the increase in 
cost ". In our case the 1951 Census of Population 
and Housing was checked by the independent and 
continuing monthly sample, and though we may be 
"kidding" ourselves, the enumeration in terms of 

coverage did not seem to be inaccurate by more 
than 1.5% when the checks were completed. While 

we may have been more lucky than accurage, I am 
reminded that in the "days of my youth in census 
learning" it was Virgil Reed who on my first 
visit to Washington - in the early thirties - im- 

pressed all who "sat at his feet" with "it mat- 
ters not too much that a census misses this 2 per 

cent of the population but it is important that 
the loss can be reasonably measured - sometimes 
the cost of picking up the remaining 2 per cent 

is more than the actual counts are worth ". Thus, 
while we cannot afford to incorporate many of the 

proposals we would like to in our planning, we do 
hope to achieve in the Canadian plans an even 
better coverage than we had in 1951 and I expect 
those plans will not be too divergent from those 
we have heard outlined at this meeting. 

In-the agricultural field the pressures 
to produce additional statistics have been acute 
in our country, as I guess they have been in 

yours from the remarks of Mr. Taeuber. We have 
been asked, by private sources and by Government 
Departments engaged in administration of agricul- 
tural and forest products programmes, to supply 
additional information on a variety of items in- 

cluding farm mechanization, contract farming and 
farm classification. To some extent, however, we 
have been able to resist pressure towards greatly 
enlarging our agriculture census, largely due to 
the fact that under the Canadian Statistical sys- 
tem we prepare a co- ordinated system of annual 
and monthly agriculture statistics. Thus, while 
many people would like us to ask a great number 
of questions about the machinery on farms, we are 
able to supply up -to -date and continuing produc- 
tion figures on farm machinery from other 
sources. From these figures we can prepare rea- 
sonably accurate estimates of machinery stocks 

and therefore feel quite justified in holding 
down the number of questions on our census sched- 
ules. At this time we are taking a very exten- 

sive survey of farm revenue and expenditure which 
will yield a great deal of information on farm 
household activities, thus eliminating the need 
for extensive census enquiries along this line. 

By sharpening up their definitions of a 
farm, our census "ag" boys hope to improve the 

coverage and consequently the quality of their 

statistics. Recognizing that continuity must be 
maintained, they plan to ask about 225 questions 
on agriculture compared to 338 for 1951 and 124 
in 1956. One of the real areas of difficulty has 
been caused by the pressure from all the forestry 
agencies who are interested in "forestry products 
taken off farms ". But this appears to be a pret- 

ty genuine pressure in our country at least, 
because these are data which cannot be collected 
and measured successfully by means other than a 

census. 

In the 1961 Canadian Census of Housing, 
we are planning a number of changes and it is 

proposed to drop about nine questions which were 
carried in 1951, to make room for a slightly lar- 
ger group of "new" questions. Of the so- called 
"new" questions, several were carried prior to 

1951, but for various reasons were dropped at 

that time. Demand has been such as to warrant 
their inclusion again. However, the overall size 
of the 1961 Housing Census will be little changed 
to that of 1951. The chief change will be in em- 
phasis - the proposed inquiries in 1961 being 
weighted more heavily toward items directly re- 
lated to the dwelling (such as age of dwelling, 
value, and number of bedrooms) at the expense of 
items relating more to the household's standard 
of living (such as washing machines, vacuum 
cleaners, telephones and radios). Statistics re- 
lating to these latter are already available from 
the annual "Household Facilities" survey. 

While we in Canada have been afforded 
an intimate insight into all the planning and 

discussion that has gone on - we must say that we 
are grateful that in 1960 the U.S. will once 
again provide a full -scale test for what DBS has 

to do in 1961 and that once again we may, by 

close observation, benefit from the successes 

they will achieve in their census operations. We 
shall approach our problems with the satisfaction 
that during the next two or three years it will 
be the privilege of both Bureaux to live together 
in the stress and in the strain, as well as in 

the accomplishment, because since the Canada - 
United States joint census committees were estab- 
lished in June, 1953, one of the good things that 
has come out of all this has been the mutual trust 
and understanding that has prevailed in planning 
- together - the censuses for both countries. 
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THE MORTALITY OF SMOKERS AND NONSMOKERS 

By: Harold F. Dorn, National Institutes of Health 

The question of the effect of the use of 
tobacco upon health has been vigorously debated 
since tobacco introduced into Europe approxi- 
mately four centuries ago. A member of the royal 
house of England, King James I, who obviously was 
opposed to the use of tobacco, wrote a pamphlet, 
"A Counter Blaste to Tobacco," published anony- 
mously in 1604. Typical of the more extreme 
assertions concerning the harmful effects of 
tobacco is the following quotation from "Doctor 
of Physick in Bathe" published by a Dr. Venner 
in 1650: 

"I will summarily rehearse the hurts 
that Tobacco inferreth, if it be 

used contrary to the order and way 
I have set downe. It drieth the 
brain, dimeth the sight, vitiateth 
the smell, dulleth and dejecteth both 
the appetite and stomach, destroyeth 
the decoction, disturbeth the humours 
and spirits, corrupteth the breath, 
induceth a trembling of the limbs, 
exsiceateth the windpipe, lungs and 
liver, annoyeth the milt, scorcheth 
the heart ..." 

No substantial quantitative evidence was 
produced at that time to support this assertion 
nor indeed was any produced for nearly 300 years 
thereafter. Although numerous studies of the 
acute effects of nicotine subsequently were made, 
investigations of the possible relationship be- 
tween the onset of specific diseases and the long 
continued use of tobacco date mainly from the 
past 30 years, the majority having been published 
during the past decade. References to the prob- 
able relationship between the use of tobacco and 
certain diseases can be found in the medical 
literature of the past century but these were 
based almost entirely upon clinical impressions 
and the experience of practicing physicians. 

A rapid increase in the number of diagnosed 
cases of lung cancer began to attract widespread 
medical attention during the decade of the 1920's. 
At first, many believed that the observed in- 
crease in the number cf diagnosed cases was due 
almost entirely to more accurate methods of diag- 
nosis and more effective case finding. This 
opinion has gradually changed; nearly all who 
have carefully examined the evidence now agree 
that the observed increase cannot be accounted 
for solely by more thorough case finding and 
1/ This study would not have been possible with- 
out the cooperation of the Veterans Administra- 
tion. However, the Veterans Administration is 
not responsible for, nor does it necessarily 
endorse, any of the findings or conclusions of 
this report. 

This study was carried out in cooperation 
with Field Investigations and Demonstrations 
Branch, National Cancer Institute, Dr. R. F. 
Kaiser, Chief. Dr. W. S. Baum, Division of 
Indian Health, Public Health Service, assisted 
in the planning and initiation of the study. 

improved methods of diagnosis. However, exist- 
ing data are insufficient to permit a reliable 
estimate of the proportion of the increase that 
may be attributed to an increase in the risk of 
developing lung cancer. 

The dust from macadam roads, air pollution 
from the combustion of coal and petroleum pro- 
ducts, special occupational hazards, and the 
use of tobacco, especially cigarette smoking, 
are the principal agents that have been mentioned 
as possible causes of the increase in lung cancer. 
Most of the early investigators selected the use 
of tobacco as the first to be studied. By the 
end of 1950, eight retrospective studies of the 
use of tobacco by patients with lung cancer and 
by persons without lung cancer had been published, 
four in the United States and four in Europe. 

Plan of Study 
The present study was planned in the summer 

of 1952 as a prospective investigation of a de- 
fined population with the general objective of 
studying the relationship of the use of tobacco, 
residence, and occupation to mortality. 

With the cooperation of the Veterans 
Administration, policyholders of U.S. Government 
Life Insurance were selected for study. This 
insurance was available to persons who served in 
the armed forces of the United States from 1917 
to 1940. Most of the policyholders were 
veterans of World War I; the remainder first 
served after that date. Over 99 percent of the 
policyholders were men. 

All persons with an active policy at the end 
of 1953 were included except for a few special 
groups such as persons with total and permanent 
disability. Beginning in January 1954 a question- 
naire requesting information concerning the use 
of tobacco, usual occupation and industry was 
mailed to 291,800 policyholders. Usable replies 
were received from 198,926 persons or 68 percent 
of those included. A second questionnaire was 
mailed to the nonrespondents beginning in 
January 1957. Usable replies were received from 
an additional 50,000 policyholders, making a 
total of 249,000 or 85 percent of those included 
in the study for whom information concerning the 
use of tobacco, occupation, industry, and resi- 
dence was available. The nonrespondents have 
been kept in the study and the same medical 
information is available for them as for the 
respondents. 

Whenever a claim is filed for the payment 
of a policy, a copy of the death notice, usually 
a copy of the official death certificate, is 
sent to the Public Health Service. Additional 
medical information including verification of 
the causes of death entered on the death certi- 
ficate, the procedures used to establish these 
diagnoses, whether the deceased had cancer even 
though it was not considered to be an underlying 
or contributory cause of death, and the histo- 
logical type of cancer, is requested from the 
physician who signed the death certificate or 



from the hospital where the death occurred. 
Verification of the cause of death is not 

requested if the death occurs outside the United 
States, is due to an accident, or is certified 

by a coroner. Replies have been received to more 
than 99 percent of the letters of inquiry. 

Basis of this Report 
This report is based on the mortality 

experience during the and one half year 
period, July 1954 - December 1956, of policyholders 
for whom a tobacco -use history was obtained prior 
to July 1954. The experience during the first 
six months of 1954 has been excluded since the 
original questionnaire was mailed during this 
period. Persons who died before they received 
the questionnaire obviously had to be assigned 
to the nonrespondent group. It is reasonable to 
suppose that a larger proportion of persons who 
were seriously ill at the time the questionnaire 
was mailed failed to reply than actually did 
reply. This also tended to increase the death 
rate of the nonrespondent group. 

As a result, the death rate per 1,000 of the 

nonrespondents during January -June 1954 was 23.2 
per annum and during July- December 1954 it was 
17.9 per annum. During 1955 and 1956 the annual 
death rate of this group was 18.3 and 18.8 
respectively. Although the death rate of the 
entire group of policyholders was not affected, 
the experience of the first six months of 1954 
has not been used in this report since the mor- 
tality rates of the nonrespondents were higher 
than normal while those of the respondents were 
lower than normal during this period. 

The following data are based upon 478,952 
person years of exposure, of which 89,774 were 
contributed by persons who had never smoked and 
389,178 by persons who had smoked tobacco during 
their lifetime but not necessarily during 1954 
to 1956. The number of person years exposure of 
persons with different types of smoking history 
is shown in table 1. 

Characteristics of the Policyholders 
Almost all of the policyholders were white 

males. Less than one half of one percent were 
females and only a negligible number of the re- 
mainder were nonwhite males. In age, they ranged 
from 30 years to more than 80 years. The vast 
majority - -84 percent - -were between 50 and 70 
years of age; only two percent were more than 70 
years old. 

Eighty -two percent of the policyholders were 
white collar or skilled workers, 7 percent were 
semi -skilled or unskilled workers, and 6 percent 
were farmers or farm laborers. Roughly compar- 
able percentages for the white male population 
aged 20 to 54 years with work experience from the 
1950 Census of Population are 50, 35, and 13 
respectively (2). It is clear that compared to 
the white male working population of the United 
States in 1950 a much smaller proportion of the 
persons in this study were semi -skilled and un- 
skilled workers. This is not surprising since 
most of the policyholders were persons who had 
held whole life or endowment insurance policies 
for many years. 

Since the policyholders were mainly from the 
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middle and upper socio- economic classes, their 
death rate from all causes during the study 
period was less than that for the white male 
population of the United States. Their average 
death rate for the three years, 1954 -1956, was 
about 70 percent of that for the total white male 
population in 1955. 

Smoking History 
No attempt was made to obtain a precise esti- 

mate of the amount of tobacco used. Instead, 
each person was asked to place himself in one of 
six categories by amount of each form of tobacco 
used -- cigarette, cigar, pipe, and chewing and 
snuff --both with respect to current use and maxi- 
mum past use. The categories were comparable to 
those used by Hammond and Horn in the study 
carried out by the American Cancer Society and to 
those used by the National Cancer Institute and 
the Bureau of the Census in their study of the 
smoking habits of the population of the United 
States (3,4). 

Finkner and associates of the Institute of 
Statistics, North Carolina State College investi- 
gated alternative methods of measuring the 
current daily number of cigarettes smoked by an 
individual (5). Among the methods compared were 
a lighter- counter, the questionnaire used in the 
National Cancer Institute- Bureau of the Census 
survey, and a questionnaire developed at the 
Institute of Statistics. With respect to the 
classification of individuals by categories of 
the average daily number of cigarettes smoked, 
they found that each of the two questionnaires 
gave results that differed from those obtained 
by using the lighter -counter. There was no may 
of determining which of the results was closest 
to the true classification. However the differ- 
ences in classification were not sufficiently 
great to support the belief that the results 
reported here would have been materially changed 
if one of the alternative methods of classifying 
individuals by the average daily amount smoked 
had been used. 

Another way of measuring the reliability of 
the replies to a smoking history questionnaire 
is to request a number of persons to complete the 
same questionnaire on two occasions sufficiently 
far apart to reduce the effect of memory carry- 
over to a negligible level. This was inadvert- 
ently done at the time of the original mailing 
in 1954. 

Some policyholders held more than one policy. 
The addressograph plates were arranged by policy 
number so that duplicate policies could not be 
readily identified when the questionnaires were 
addressed. At the time of the original mailing 
which extended over a period of nearly four 
months, instructions were given to identify and 
destroy the questionnaires for duplicate policies 
prior to mailing. By error, some duplicate 
questionnaires were mailed and completed copies 
were returned by 1714 policyholders. 

The percentage agreement in the replies to 
selected items on the pairs of questionnaires are 
shown in table 2. Although some individuals 
wrote "duplicate" on one of the questionnaires, 
others gave no indication of sequence so that it 



36 

was necessary to collate the punch cards for all 
coded questionnaires in order to identify the 
duplicates. The two questionnaires of each pair 
were coded independently. 

About 90 percent of the 1714 persons were 
classified identically on the basis of replies 
to two questionnaires with respect to the amount 
of tobacco currently smoked, the number of years 
the current amount had been smoked, age started 
smoking each form of tobacco, and a summary 
grouping based on a comparison of current amount 
smoked and the maximum amount smoked. The agree- 
ment of replies to the question on the total 
number of years of use of tobacco in any form was 
89.7 percent based on a classification into 11 
groups. 

No evidence of systematic differences in the 

replies to the two questionnaires was found ex- 
cept for the question on the current amount 
smoked. The matching of punched cards for dupli- 
cate questionnaires was not done until after the 
tabulations used in this report had been com- 
pleted. One of each pair of punched cards in- 
cluding those for questionnaires marked 
"duplicate" was excluded from the tabulation. 

When the two sets of punched cards were 

matched, the number of policyholders classified 
as never having used tobacco was slightly larger 
based on the set of punched cards used in tabu- 
lation than it was based on the duplicate cards. 

The percentage differences were 3 for pipe, 6 for 
cigar, and 9 for cigarette. In other words these 
data suggest that some of the persons included in 
the group of nonsmokers probably had smoked, at 
least occasionally, during part of their lifetime. 
No information is available to indicate whether 
those who completed the duplicate questionnaires 
were a representative sample, with respect to 
smoking history, of the entire group who replied. 
If they were, the above difference would have the 
effect of probably decreasing the mortality ratio 
so that the true difference in death rates be- 
tween smokers and nonsmokers would be slightly 
greater than that shown. 

Table 3 presents a comparison by smoking 
history of USGLI policyholders and the male popu- 
lation of the United States. The lifetime smok- 
ing histories of the two groups are very similar 
with respect to the percentages who have never 
smoked, smoked occasionally, and smoked regularly. 
The proportion reporting the use of multiple forms 
of tobacco is definitely greater among the policy- 
holders. This is to be expected since each policy- 
holder reported for himself whereas the smoking 
history of 42 percent of the men included in the 
National Cancer Institute- Bureau of the Census 
survey was obtained from another member of the 
family. Twenty -nine percent of the self- respond- 
ents reported that they had never smoked; the 
corresponding percentage for the total sample was 
32. A self- respondent probably is more likely to 
report the use of a second form of tobacco, which 
could account for the difference in the relative 
number of users of two or more forms of tobacco 
in the two populations. Although'there are 
differences in detail, the lifetime smoking his- 
tories of the two populations, taken as a whole, 

are very similar. 
Measures of Mortality 

The primary purpose of this study is to 

determine whether the death rate of persons who 
have used tobacco is greater or less than that 

for persons who have never used tobacco. A 
direct way of measuring the difference in mor- 
tality is to compute the ratio of the death rate 
of smokers to that of nonsmokers. In practice, 
this mortality ratio is calculated by dividing 
the number of observed deaths for any group of 
smokers by the number of expected deaths computed 
on the assumption that the death rate of that 
group is the same as the rate for those who have 
never smoked. The ratio of 1.32 shown in table 
1 for persons who have used tobacco means that 

the death rate for these persons is 32 percent 
greater than the rate for persons who have never 
smoked. 

The mortality ratio as used here is a mea- 
sure of the relative excess mortality of smokers 
compared to nonsmokers. It provid&s no basis for 
judging the absolute magnitude of the numbers of 
deaths on which it is based. An alternative mea- 
sure that reflects the absolute numerical differ- 
ence in mortality is the excess number of deaths 
computed as the difference between the observed 
and the expected number of deaths. These two 
measures emphasize different aspects of the varia- 
tion in mortality between two groups. In the 

following discussion the mortality ratio will be 
used when it is desired to call attention to 
relative differences in mortality while the 
excess number of deaths will be used to indicate 
the relative rank of any cause of death in compari- 
son to other causes of death. 

Mortality by Smoking History 
The death rate of persons who have smoked 

regularly is 36 percent greater than that for 
persons who have never smoked (table 1). The 
largest increase in mortality - -58 percent --is for 
those who have regularly smoked only cigarettes. 
(fig. 1). Persons who have smoked regularly only 
cigars, a pipe, or both die at a rate only 
slightly greater than that of nonsmokers. Indi- 
viduals with a history of regularly smoking cigars 
and /or a pipe in addition to cigarettes have a 
mortality rate 29 percent greater than that for 
nonsmokers. Their excess mortality is about one 
half that of persons who have smoked only cigar- 
ettes. Occasional smoking, irrespective of the 
form of tobacco used, does not increase the total 
death rate. 

The higher mortality of regular smokers 
exists throughout the entire range of age --30 
years and over- -for which data are available 
(fig. 2). For all classes of smokers except those 
who have smoked only cigarettes, the excess mor- 
tality either decreases or disappears altogether 
after age 70 but this cannot be regarded as 
firmly established due to the small number of 
persons who were more than 70 years old at the 
start of the study (table 4). 

Mortality by Amount Smoked 
Persons who had ever smoked were requested 

to indicate which of five classes of amounts 
smoked most accurately described their smoking 
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habits with respect to each type of tobacco (a) 
at the time the questionnaire was filled out dur- 
ing the spring of 1954, and (b) when their use of 
tobacco was a maximum. Table 5 presents mortality 
ratios for persons currently smoking specified 
quantities of tobacco in 1954. All of these per- 
sons had smoked regularly at some time, even those 
who were smoking only occasionally at the time 
they completed the questionnaire. 

The excess mortality of cigarette smokers is 
directly related to the average daily number of 
cigarettes smoked (fig. 3). Those who smoke two 
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Figure 3. Mortality of regular smokers by 
current amount smoked in 1954 and type of to- 
bacco; ratio of observed to expected number of 
deaths; death rate of nonsmokers = 1.00. 

packs or more per day have a death rate nearly 
twice that for nonsmokers. The data in table 5 
suggest that the higher mortality ratio for 
cigarette -only -smokers than for cigarette -and- 
other smokers is due in part to the fact that the 
latter smoke fewer cigarettes. After adjustment 
for differences in age and number of cigarettes 
smoked, the death rate for cigarette-only- smokers 
is 14 percent greater than the rate for persons 
who smoke cigars and /or a pipe as well as ciga- 
rettes. Without adjustment for amount smoked the 
relative difference in death rates is 20 percent. 

Only very heavy cigar or pipe smokers experi- 
ence a higher mortality than nonsmokers. The 
death rates for the heaviest cigar and pipe 
smokers, those currently smoking 9 or more cigars 
or 20 or more pipefuls per day, are slightly less 
than the rate for persons who smoke from one half 
to one pack of cigarettes per day. The mortality 
ratio is significantly greater than one only for 
persons who regularly smoke cigars only and for 
the combined total of cigar and pipe smokers. 

Essentially the same relationship between mor- 
tality rates and amount smoked is shown when smo- 
kers are classified by the maximum amount smoked. 
Mortality ratios for persons who were smoking 
during the spring of 1954, classified both by 



38 

current and maximum smoked, are shown in table 6. 

For cigarette smokers, mortality ratios 
based on the maximum amount smoked are slightly 
smaller than those based on the current amount 
smoked but the increase of death rates with an 
increase in the amount of tobacco used remains 
unchanged. For cigar and pipe users mortality 
rates also increase slightly with an increase in 
the amount of tobacco smoked. The trend is con- 
sistent for each of the three groups shown in 

table 6 but the relative increase is small and is 
not statistically significant for any group by 

itself although it is for the total of the three 
groups. 

The above analysis has been based on the ex- 
perience of policyholders who were smoking one 
or more forms of tobacco when the questionnaire 
was completed early in 1954. There was an ad- 
ditional group of policyholders who formerly 
had smoked but who had stopped prior to 1954. 
The percentage who had stopped of the total 
number who had ever smoked regularly was as 
follows: 

Cigarette only 
Cigarette and other 
Cigar only 
Pipe only 
Cigar and pipe 

26 percent 
36 percent 
24 percent 
25 percent 
23 percent 

These percentages are based upon the number 
of persons who at one time had regularly used 
each form of tobacco shown and who had stopped 
smoking that form before 1954. However, they 
may have been smoking another form of tobacco. 
For example, 26 percent of the persons who had 
ever regularly smoked only cigarettes had 
stopped smoking cigarettes but some of them may 
have been smoking cigars or a pipe occasionally. 
Similarly, 36 percent of the persons who had ever 
regularly smoked cigarettes and cigars or a pipe 
or both had stopped smoking cigarettes but some 
of them may have been smoking cigars and /or a 
pipe either regularly or occasionally. 

Mortality ratios by maximum amount smoked for 
ex- smokers as just defined are presented in table 
7. For cigarette smokers the ratios are somewhat 
less than those for persons who were still 
smoking but, with one exception, the ratios are 
all greater than unity. The difference between 
the death rate of persons who had smoked one pack 
or less per day and those who had smoked more 
than one pack per day is less than the correspond- 
ing difference for persons who were still smoking 
but the heaviest smokers had the highest death 
rate in both groups. 

In contrast to cigar and pipe smokers who 
were still smoking these forms of tobacco, those 
who had stopped smoking cigars or a pipe had a 
higher death rate than persons who had never 
smoked, although for two groups, pipe smokers 
who had smoked less than 10 pipefuls per day and 
cigar and pipe smokers who had smoked 5 or more 
cigars per day, the difference is not statisti- 
cally significant (fig. 4). Furthermore, for 
cigar smokers the mortality ratio for persons 
who had smoked less than 5 cigars per day is 
slightly, but not significantly, greater than the 
ratio for persons who had smoked 5 or more cigars 
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Figure 4. Mortality of ex- smokers by maximum 

amount ever smoked and type of tobacco; ratio 

of observed to expected number of deaths; 

death rate of nonsmokers = 1.00. 

per day. These data suggest that many cigar and 
pipe smokers may have stopped smoking because of 
ill health but it is not obvious why this should 
be true for cigar and pipe smokers and not for 
cigarette smokers. 

To summarize, the death rates for cigarette 
smokers are definitely greater than those for non- 
smokers and this difference increases with the 
average daily number of cigarettes smoked for 
current smokers and for ex- smokers. Moreover the 
higher mortality exists whether the current 
amount smoked or the maximum amount smoked is 
used as a measure of amount. 

The picture is not as clear for cigar and 
smokers. The death rate for persons who were 
continuing to smoke was not appreciably higher 
than that for nonsmokers except possibly for the 
very heaviest smokers. By contrast, cigar smokers 
who had stopped smoking experienced mortality 
rates definitely greater than those for non- 
smokers but these rates did not increase with the 
average daily number of cigars smoked. The death 
rates for ex -pipe smokers were highest for the 
heaviest smokers and were greater than those for 
nonsmokers. 

Mortality of versons who had reduced 
the amount smoked 
In addition to former smokers who had dis- 

continued smoking when the histories were 
collected in 1954, some of the current smokers 
were using less tobacco than in the past. The 
percentage of current smokers who were smoking 
less than in the past was 11.7 for cigarette 
only, 19.9 for cigar only, and 7.2 for pipe users. 
These percentages refer to persons who were con- 
tinuing to smoke the same form of tobacco but at 
a reduced rate; persons who had switched from one 
form of tobacco to another, for example, from 
cigarettes to pipe, are not included. 

Policyholders who had ever smoked regularly 

pipe 



were grouped into three classes with respect to 

changes in smoking habits, (a) those who were 

currently smoking as much as ever, (b) those who 

were currently smoking less than in the past, and 

(c) those who had stopped smoking. Mortality 

ratios by maximum amount smoked for these three 

groups are shown in table 8. For those who were 

still smoking, the maximum amount was the current 

amount smoked but for those who had cut down or 

stopped smoking, the maximum amount refers to 

previous smoking habits. Mortality ratios for ex- 

smokers and all current smokers are shown in 

table 1. 

Looking first at the summary figures in 

table 1, it is evident that regular cigarette 

smokers who stopped smoking prior to 1954 have a 

lower death rate than those who continued to 

smoke. Nevertheless their death rate is 30 per- 

cent greater than that for nonsmokers. The 

greater mortality of men who regularly smoke only 

cigarettes is emphasized by the fact that the 

mortality ratio for those who had stopped smoking, 

1.39, is slightly higher than the ratio, 1.35, 

for persons who were continuing to smoke 
cigarettes in combination with cigars or a pipe. 

in contrast to ex- cigarette smokers, ex- 

smokers of cigars and a pipe have a higher death 

rate than persons who continue to smoke these 

forms of tobacco. The death rate of those who 
were still regularly smoking cigars or a pipe at 

the beginning of 1954 does not differ signifi- 
cantly from that of persons who had never smoked; 

but the corresponding rate for ex- smokers ranged 

from 21 to 44 percent higher. 

Turning to table 8 which shows mortality 

ratios for persons who had reduced the amount of 

smoking as well as for persons who had stopped, 
we find that, for regular cigarette smokers, 

those who had stopped smoking cigarettes have 

lower death rates than either those who continued 

to smoke as ever or who continued to smoke but 

at a lower rate than in the past (fig. 5). The 

latter group experienced the highest mortality, 

especially those who formerly had smoked more 

than a pack of cigarettes per day. However, 

irrespective of whether they had stopped smoking 
cigarettes, cut down on the number smoked, or 
continued to smoke as many as ever, the death 

rate of cigarette smokers was higher than that 
of nonsmokers. 

Among policyholders who had regularly 
smoked only a pipe, the death rate is not 
significantly different for those who had 
stopped and those who continued to smoke at a 
reduced rate. The mortality ratios for both 
groups are significantly greater than unity for 
persons who had smoked 10 or more pipefuls per 
.day but not for persons who had smoked less than 
this amount. Pipe smokers who were smoking as 
much as ever had a death rate no greater than 
that for nonsmokers. No difference in mortality 
rates exists for the two amount -of-use groups 
shown in table 8. 

The mortality experience of cigar smokers 
is generally similar to that of pipe smokers. 
The highest death rates are found among those 
Who have either cut down on the number of cigars 
smoked or have stopped smoking cigars. Those who 
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Figure 5. Mortality of persons who had reduced 

the amount of tobacco used by type of tobacco, 

amount of tobacco used, and amount of reduction; 

rate of observed to expected number of deaths; 

death rate of nonsmokers 1.00. 

continued to smoke as much as ever have a death 
rate no greater than nonsmokers. 

Duration of Smoking History 
It is worthwhile investigating whether a 

difference in the duration of smoking history 
could account for the higher mortality of ex- 
cigar and ex -pipe smokers than that of persons 
who were still smoking at the beginning of 1954. 
If the action of tobacco is like that of many 
other agents known to induce specific diseases, 
its effect upon health should become more marked 
the longer it is used. At least there should be 
a minimum period of use necessary before any 
effect is noticeable and possibly a maximum 
period of use after which no increase in effect 
is perceptible. 

Mortality ratios by the number of years of 
use of different types of tobacco separately for 
ex- smokers and for current smokers are shown in 
table 9. The death rate of cigarette smokers 
who have smoked for less than 25 years is not 
significantly higher than that for nonsmokers 
(fig. 6). This holds true both for ex- smokers 
and for current smokers (fig. 7). The same 
absence of any effect upon mortality is equally 
true for persons who have smoked more than a pack 
per day and for persons who have smoked a pack or 
less per day (table 10). In other words, among 
men who have smoked cigarettes for less than 25 
years, the number of cigarettes smoked has no 
noticeable effect upon the death rate. This 
observation might not hold true if there were a 
sufficient number of deaths to subdivide the data 
for those smoking more than a pack per day. 

Mortality ratios for men currently smoking 
more than a pack of cigarettes per day are greater 
than unity for durations of less than 25 years but 
the number of deaths is not large enough to ensure 
that this excess mortality is statistically 
significant. For ex- smokers of cigarettes, there 
is no evidence of a relationship between the 
maximum number of cigarettes formerly smoked and 
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mortality for durations of less than 25 years. 
Unfortunately when the tabulations were 

planned, the data for durations of 25 or more 
years were combined. Until another tabulation 
can be made it will not be possible to determine 
whether death rates increase with an increase in 
duration of smoking beyond 25 years. 

The death rate for regular pipe smokers who 
were currently smoking is no greater than that 
for nonsmokers, even for men whose current rate 
was 10 or more pipefuls per day and who had been 
smoking a pipe for 25 or more years. The only 
group of ex- pipe -smokers with a mortality ratio 
significantly greater than unity were men who had 
smoked a pipe for 25 or more years before stopping. 

The death rates for regular cigar users who 
were currently smoking are similar to those for 
current pipe smokers. The mortality ratio for 
men who were smoking 5 or more cigars per day and 
who had been smoking cigars for 25 or more years 
is on the borderline of significance but even so 
it reflects a death rate only 11 percent greater 
than that for nonsmokers. 

The effect of amount of smoking and duration 
of smoking history upon health is more marked for 
ex -cigar smokers than it is for pipe smokers. 
All of the mortality ratios, except that for men 
whose maximum rate of use was 5 or more cigars 
per day and who had smoked from 15 -24 years prior 
to stopping are greater than unity although some 
of the differences are not statistically signifi- 
cant due to the small number of deaths. The most 
puzzling aspect of the mortality of ex -cigar 
smokers is that the death rates are as high for 
men who have smoked less than 25 years as they 
are for men who have smoked 25 or more years. 
This reinforces the supposition that many men 
who stop smoking cigars may do so because of ill 
health. 

Age Started 
Another way of examining the effect of dura- 

tion of smoking upon mortality rates is to 
classify persons by the age they began to smoke. 
Mortality ratios for regular ex- smokers and for 
regular current smokers by age started smoking 
are shown in table 11. For this purpose, the 
policyholders were classified by the age they 
started to smoke each form of tobacco; those who 
had smoked both cigarettes and cigars or a pipe 
were classified by the age they started to smoke 
cigarettes, those who had smoked cigars and a 
pipe were classified by the age they started to 
smoke cigars. 

For regular cigarette smokers, irrespective 
of whether they had stopped smoking or were still 
smoking when the study was begun, the mortality 
ratios are greater than one and decrease with an 
increase in the age at which smoking was started 
(fig. 8). In other words, men who started to 
smoke cigarettes in their late teens or early 
twenties have a higher death rate than those who 
did not start to smoke until after age 25 or 30. 
Except for men who were continuing to smoke only 
cigarettes, the death rates for those who started 
to smoke after age 25 are not significantly 
greater than the death rate of nonsmokers. 

The same relationship between age started 
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smoking and mortality rates is found when 
current cigarette smokers are classified by the 

amount smoked. The heaviest smokers have the 
highest death rates for each age -of- starting 
group except for mixed tobacco users who started 
to smoke cigarettes after 25 years of age. 

The death rates of ex -cigar and ex -pipe 

smokers exhibit the same trend by age started as 
do those for cigarette smokers but no consistent 
relationship between age started and mortality 
exists for men who were currently smoking cigars 
or a pipe even when they are classified by 
amount smoked. 

size of Community 
The long established difference in mortality 

of rural and urban residents has gradually 
narrowed during recent years. For the United 
States as a whole the age- adjusted death rate 
for white males during 1949-1951 was only 10 per- 
cent greater for residents of central city 
metropolitan counties than for residents of non- 
metropolitan counties. A similar small differ- 
ential exists for the males included in this 
study. 

On the basis of their residence in 1954, 
policyholders were classified as living in places 
of 50,000 or more population including the 
urbanized areas around each city as defined by 
the Bureau of the Census, 10,000- 49,999 popu- 
lation, 2,500-9,999 population, or in rural 
areas. The death rate for persons who have 
never smoked or at most have smoked only oc- 
casionally is from 7 to 9 percent greater in 
urban than in rural areas. The rural -urban 
difference in death rates is smaller for regular 
smokers than for nonsmokers. However the abso- 
lute value of the urban excess in both instances 
is so small that residence can be neglected as 
an important factor in studying total mortality. 

The relationship between smoking and mor- 
tality is similar for residents of each of the 
four types of communities (fig. 9). The death 
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rate is higher for men who have regularly smoked 
than for nonsmokers. Among regular smokers those 
who have smoked only cigarettes have the highest 
death rate while those who have smoked cigars 
and /or a pipe have the lowest rate. 'No con- 
sistent relationship between amount smoked and 
mortality exists for cigar or pipe smokers but 
men who have smoked more than a pack of ciga- 
rettes per day experience a higher -death rate 
than those who have smoked one pack or less per 
day. 

Geographic Region 
Mortality ratios by region of residence in 

1954 are presented in table 12. Inspection of 
these data show that the relationship between 
smoking history and mortality described above 
for the entire group of policyholders and for 
those living in rural and urban areas separately 
also exists in each geographic region of the 
United States. 

Mortality By Broad Groups of 
Causes 

Causes of death were classified according to 
the rules of the International Statistical Classi- 
fication of Diseases, Injuries, and Causes of 
Death published by the World Health Organization. 
One underlying and a maximum of two contributory 
causes of death were coded. The selection of the 
underlying cause of death was based on the 
opinion of the deceased's physician except in 
instances where it was obvious the physician had 
misunderstood the intent of the question and had 
selected a terminal condition such as pulmonary 
failure or edema as the underlying cause of death. 
In addition, a separate code was provided for 
cases with cancer which the physician stated was 
not a contributory or underlying cause of death. 
Examples of these are cases with skin cancer or 
clinically quiescent cancer of the prostate dis- 
covered at autopsy, or cases with cancer who 
died suddenly from coronary artery disease. 

The choice of one of several coexisting 
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diseases as the underlying cause of death fre- 
quently nsist be done arbitrarily and may not 
accurately reflect the complex of diseases that 
caused the death. For the purpose of this study, 
the important question is whether a given disease 
had ever occurred, and not whether this disease 
may have been chosen by some method as the under- 
lying cause of death. 

For comparability with the data from other 
published studies and with official vital 
statistics some of the following tables present 
mortality rates computed from underlying causes 
only. Each death was assigned to only one cause 
irrespective of the number of coexisting diseases. 
In other tables, the mortality rates are based 
upon both underlying and contributory causes. 
For example, if a policyholder had both diabetes 
and cancer of the lung at the time of death, he 
was counted twice, once in the group with 
diabetes and once in the group with cancer of 
the lung. Consequently the sum of the number of 
deaths by cause in these tables is greater than 
the number of persons who died. 

The expected number of deaths by cause were 
computed from the death rates for persons who had 
never smoked or who had smoked only occasionally 
in order to have a statistically more stable 
basis of comparison. The death rates for these 
two groups did not differ significantly either 
for all causes combined or for any individual 
cause. The crude death rates per 100,000 from 
lung cancer were 11 and 25 respectively but this 
difference is not statistically significant. 
For simplicity, the combined group will be re- 
ferred to as having never smoked. 

By far the greatest increase in the risk of 
developing a disease for smokers is that for 
lung cancer (table 13). Among the entire group 
of men who had ever smoked, there were 312 
observed deaths from lung cancer compared with 
52 expected if they had been no more likely than 
nonsmokers to develop this disease, a mortality 
ratio of 6.0 based on underlying causes only. 
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Figure 10. Mortality of smokers from broad groups 

of causes of death by type of tobacco; ratio of 

observed to expected number of deaths; death 
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smokers = 1.00. 

However, the size of the increased risk of dying 
from lung cancer varies widely among men who 
smoke tobacco in different forms, ranging from 
an excess of 33 percent for pipe smokers to 835 
percent for cigarette -only- smokers (fig. 10). 

The mortality ratio for none of the three cigar 
and /or pipe smoking groups differs significantly 
from one; the ratio for the three combined is 
barely significant at the 5 percent level. 

A sharp difference exists between the death 
rates from lung cancer for men who have smoked 
cigarettes and for men who have smoked cigars or 
a pipe. The chances of developing lung cancer 
are 9.35 times greater for regular cigarette 
smokers than for nonsmokers compared to an 
average risk of 1.60 times for regular users of 
cigars and /or a pipe. 

For no other disease does the excess mor- 
tality among smokers approach that for lung 
cancer. The next highest mortality ratio for 
a group of respiratory diseases including pul- 
monary tuberculosis, asthma, bronchitis, 
emphysema, pneumonia, and pleurisy. Although 
these diseases are important causes of mor- 
bidity, they are numerically unimportant as 
primary causes of death; only 118 deaths among 
smokers and 24 deaths among nonsmokers were due 
directly to this group of disease. 

An increased death rate from the respiratory 
diseases is found only among regular cigarette 
smokers for whom the mortality ratio is 2.24. 

Similarly to lung cancer, the highest ratio, 
2.76, is for persons who smoke cigarettes only. 

The death rate for cigar or pipe smokers is no 
higher than that for nonsmokers. 

Nearly two- thirds of the deaths of persons 
who had used tobacco were attributed to diseases 
of the cardiovascular -renal system, including 
arteriosclerosis, rheumatic heart disease, 
coronary heart disease, chronic endocarditis, 
hypertension, and chronic nephritis. The risk 
of dying from one or more of these diseases is 

31 percent greater for regular smokers than for 
nonsmokers. Again the risk is greater for 
regular cigarette users, especially those who 
have smoked only cigarettes, than it is for 
users of other forms of tobacco. There is no 
indication that regular cigar or pipe smokers 
have a higher death rate than nonsmokers. 

The mortality ratios for cancer, exclusive 
of lung cancer, are similar to those for cardio- 
vascular disease except that the ratios for 
cigar and pipe smokers are as high as those for 
cigarette smokers. The mortality from the in- 
dividual forms of cancer will be discussed be- 
low. 

Mortality from Specific Causes of Death 
The data in tables 14, 16, 17, and 18 are 

based upon underlying and contributory causes of 
death and for cancer also include cases with this 
disease even though it was not considered to be 
a primary or contributory cause of death. 

For regular cigarette smokers the diseases 
with a mortality ratio greater than 2.0, a 

signifying a death rate more than double that for 
nonsmokers are bronchitis, emphysema, and allied 
respiratory diseases, cirrhosis of the liver, 
ulcer of the stomach or duodenum, cancer of the 



prostate, and cancer of the esophagus and buccal 
cavity (table 14). Several studies have re- 
ported that heavy smokers also tend to drink 
alcoholic liquors excessively so that the in- 
creased death rate from cirrhosis of the liver 
may reflect the effect of alcohol rather than 
that of cigarettes. An increased mortality of 
cigarette smokers from the other diseases 
mentioned also have been reported by other 
studies. An explanation of the high mortality 
ratio for cancer of the prostate is not apparent. 
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Figure 11. Mortality of regular smokers of ciga- 
rettes only from specific diseases; ratio of 
observed to expected number of deaths; death 
rates of nonsmokers and occasionally -only- 
smokers = 1.00. 

The death rates from the principal cardiovascular 
diseases, including coronary heart disease, are 
from 33 percent to 63 percent greater for 
regular cigarette -only -smokers than for non- 
smokers (fig. 11). No increase in mortality 
exists for chronic rheumatic heart disease, 
whose cause is known, or for chronic nephritis. 

Mortality ratios for men who were regularly 
smoking cigarettes only by current amount 
smoked are shown in table 16. For several 
diseases the number of deaths is so small that 
the mortality ratios do not differ significantly 
by amount smoked. But for cancer of the lung 
and cancer of the buccal cavity and esophagus 
the increase in the death rate with an increase 
in the average daily number of cigarettes smoked 
is very marked (fig. 12). The death rate for 
men who regularly were smoking more than a pack 
of cigarettes per day is nearly 16 times the 
death rate for nonsmokers. A similar although 
numerically smaller increase in the mortality 
ratio with an increase in the number of ciga- 
rettes smoked is also found for cancer of the 
buccal cavity - lip, mouth, tongue, pharynx 
and esophagus. 

The leading cause of death of the policy- 
holders included in this study is coronary 
heart disease. The death rate from this disease 
is significantly greater than that for nonsmokers 
for each of the amount -of- smoking groups shown 
in table 16 but the difference is considerably 
less than that for cancer of the lung. Moreover 
the mortality ratio for men who were smoking 
more than a pack of cigarettes per day is no 
greater than the ratio for men smoking from half 
a pack to one pack per day although these ratios 
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Figure 12. Mortality of regular smokers of ciga- 

rettes only from specific diseases by current 

amount smoked in 1954; ratio of observed to ex- 

pected number of deaths; death rates of non- 

smokers and occasionally -only- smokers o 1.00. 

are greater than that for light smokers - those 

smoking less than half a pack per day. 
None of the mortality ratios for specific 

diseases for men who have regularly smoked only 
a pipe differ significantly from one except 
those for bronchitis and emphysema, 1.88, and 
coronary heart disease, 1.16 (table 17). For 
both diseases, the death rate for pipe smokers 
is less than that for cigarette smokers. 
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Figure 13. Mortality of regular smokers of a pipe 

only from specific diseases; ratio of observed 

to expected number of deaths; death rates of 

nonsmokers and occasionally -only- smokers = 1.00. 

In general, the death rates of regular cigar 
smokers are less than those for regular cigarette 
smokers not only for all causes of death com- 
bined but also for most of the specific diseases 
shown in table 18. However, cigar smokers are 
more likely to die from diabetes, cancer of the 
prostate, and cancer of the intestinal tract 
than are cigarette smokers; for cirrhosis of the 
liver and cancer of the buccal cavity and 
esophagus the death rates for the two groups of 
smokers are practically equal. The mortality 
ratios for these diseases are significantly 
greater than one (fig. 14). 
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Figure 14. Mortality of regular cigar smokers 
from specific diseases; ratio of observed to ex- 
pected number of deaths; death rates of non- 
smokers and occasionally- only -smokers = 1.00. 

The death rate from cancer of the lung for 
cigar smokers falls between those for pipe and 
cigarette smokers. Although it is significantly 
greater than the rate for nonsmokers, the excess 
is very much less than that for men who have 
smoked only cigarettes, the mortality ratios 
being 1.86 and 9.85 respectively. 

Relative Importance of Causes 
of Excess Deaths 

Up to this point the effect of the use of 
tobacco upon health has been measured by the 
ratio of the death rate of smokers to that of 
nonsmokers. The relative importance of a disease 
as a cause of death cannot be determined solely 
from the magnitude of the mortality ratio; for 
this purpose some index of the absolute number of 
deaths due to each disease is necessary. 

The numerical value of this index depends upon 
the rules for selecting the underlying cause of 
death and the way specific diseases are grouped 
into cause-of-death categories. In practice, 
some cause -of -death categories usually include 
a single disease while others may include several 
diseases. Moreover, the relative rank of the 
cause -of-death categories varies with age at 
death so that the ranking for two populations 
will not be the same unless both the death rates 
and the percentage age distribution are the same. 
These limitations upon the use and interpretation 
of a ranking of causes of death should be borne 
in mind during the following discussion. 

As the data in table 15 show there is no 
necessary relationship between the mortality 
ratio and the relative rank of a disease as a 
cause of death. Cancer of the lung with a 
mortality ratio of 9.35 caused 6.8 percent of the 
deaths of men who had regularly smoked only ciga- 
rettes; coronary heart disease caused 43.7 per- 
cent of the deaths but had a mortality ratio of 
1.58. The death rate from bronchitis, emphysema, 
and allied conditions among cigarette -only- 
smokers was nearly three times that for non- 
smokers but these diseases are relatively un- 
important as primary causes of death, accounting 
for only 2.5 percent of the total. 

Another way of ranking diseases as a cause 
of death is by -rcentage of the total number of 

excess deaths assigned to each disease. The 
number of excess deaths in table 15 is the 
difference between the number of observed deaths 
and the number of expected deaths based on the 
death rate from each cause of death for persons 
who had never smoked or who had smoked occasion- 
ally only. This ranking is strongly affected by 
the mortality ratio. 

The relative importance of coronary heart 
disease is the same for both methods of ranking; 
it is by far the leading cause of death and also 
the leading cause of the excess deaths. The 
change in relative importance is most striking 
for cancer of the lung which caused 6.8 percent 
of the total number of observed deaths but 16.8 
percent of the number of excess deaths of men 
who regularly smoked only cigarettes. Lung cancer 
caused about one half as many deaths as all other 
forms of cancer combined but it caused twice as 
large a proportion of the number of excess deaths 
as all other forms of cancer. 

Summary 
1. The death rate from all causes of men 

who have smoked tobacco is 32 percent greater 
than that for persons who have never smoked. 

2. Men who have regularly smoked only ciga- 
rettes have the highest death rate of all groups 
of smokers - 58 percent greater than the rate for 
nonsmokers. 

3. The death rate from all causes of men 
who have regularly smoked cigars and /or a pipe is 
not appreciably higher than that of nonsmokers. 

4. The excess mortality of regular cigarette 
smokers increases with the average number of ciga- 
rettes smoked per day. The death rate for ciga- 
rette -only- smokers who regularly smoke two or 
more packs per day is twice the rate for non- 
smokers. Only the heaviest users of cigar and 
pipe tobacco experience a significant increase 
in total death rate and this increase is less 
than that for cigarette smokers. 

5. Regular cigarette smokers who had stopped 
smoking cigarettes have a lower mortality rate 
than those who continued to smoke. Reducing the 
number of cigarettes smoked per day but still 
continuing to smoke regularly does not result in 
a reduction in the death rate. 

6. The death rate of regular cigarette 
smokers who had smoked for less than 25 years is 
not significantly greater than that for non- 
smokers except for those who were continuing to 
smoke more than a pack of cigarettes per day. 

7. The greatest increase for smokers in the 
risk of developing a disease is for cancer of the 
lung. Regular smokers of cigarettes only have a 
death rate from lung cancer nearly 10 times that 
of nonsmokers. The death rate for men smoking 
more than a pack of cigarettes per day is 16 
times that of nonsmokers. 

8. Regular cigarette smokers also are sub- 
ject to an increased risk of dying from cardio- 
vascular diseases, from bronchitis, emphysema, 
and allied respiratory diseases, from ulcers of 
the stomach and duodenum, and from cirrhosis of 
the liver. 

9. The death rate from coronary heart 
disease among regular users of cigarettes only 
is 63 percent higher than the rate for nonsmokers. 



10. The leading cause of death among these 

men is coronary heart disease. Cancer of the 

lung caused 6.8 percent of the deaths of men who 

smoked only cigarettes but accounted for 16.8 

percent of the number of excess deaths. 
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Appendix 

Classification by Smoking History 
Persons were classified by smoking history 

in accordance with the following definitions. 

Used tobacco: Persons who had smoked at least 5 

to 10 packs of cigarettes or 50 to 75 cigars or 

3 to 5 packages of pipe tobacco. 
Smoked occasionally only: Persons who had never 
regularly smoked any form of tobacco but who had 
occasionally smoked one or more forms. Also in- 
cluded here are persons with unknown amount used 
either currently or in the past provided that the 
maximum amount of known use was occasional only. 
Regular smoker: Persons who at sometime during 
their lifetime had regularly smoked cigars, 
cigarettes, or pipe tobacco. These were further 
classified by the form of tobacco used and 
whether or not they were smoking at the start 
of the study in 1954. 
Regular smoker, cigarettes only: Persons who had 
regularly smoked only cigarettes. They may have 
occasionally smoked cigars or a pipe; they had 
never smoked either of these regularly. 
Regular smoker, ciaarette and cigar: Persons who 
had regularly smoked both cigarettes and cigars. 
They may have smoked a pipe occasionally but 
never regularly. Similar definitions were used 
for regular smokers of other combinations of 
tobacco. 
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Amount unknown: Persons who stated they had 
smoked more than the minimum amount to qualify 
as a user of tobacco but who did not report the 
amount used either currently or in the past with 
sufficient accuracy to permit assignment to one 
of the groups of regular or occasional smokers. 
Amount used: In this report a classification by 
amount of tobacco used is based on the current 
amount used at the time the questionnaire was 
filled out in 1954. Regular smokers of (a) ciga- 
rettes and cigars, (b) cigarettes and pipe, and 
(c) cigarettes, cigars, and pipe were classified 
by the current number of cigarettes smoked. 
Regular users of cigars and pipes were classified 
by the current number of cigars smoked. 

Classification by Cause of Death 
ISC number Title, 
162,163 Cancer of lung 
140 -205, except 

162,163 Cancer except lung 

001 -008 
241 

480 -493 
500 -502 
527.1 

Respiratory diseases 

Respiratory tuberculosis 
Asthma 
Influenza and pneumonia 
Bronchitis 
Emphysema without 

bronchitis 

470 -475; 527.0; 
527.2; 510 -526 Other respiratory 

diseases 

Accidents 
810 -835 Motor vehicle accidents 
800 -802; 840 -962; 

980 -991 Other accidents 

970 -979 Suicide 

330 -334 
400 -402 
410 -416 

420 

421 -422 

430 -434 
440 -443 

444 -447 

450 
451 -468 

592 -594 

Remaining 

Cardiovascular 
Cerebral vascular lesions 
Rheumatic fever 

Chronic rheumatic heart 
disease 

Arteriosclerotic heart 
disease 

Nonrheumatic chronic 
endocarditis 

Other heart disease 

Hypertension with mention 
of heart disease 

Hypertension without 
mention of heart disease 
General arteriosclerosis 
Other circulatory 

system disease 
Chronic nephritis 

categories Other diseases 



46 

TABLE 1. MORTALITY OF SMOKERS AND NONSMOKERS 

Ratio of observed to expected number of deaths (all causes) by 
type of smoking history and current use, July 1954- December 1956 

Smoking History 

No. of 

person 
years 

exposure 

Current Use 

Total Smokes 
Does not 

smoke 

Never smoked 89,774 1.00 

Used tobacco 389,178 1.32 1.37 1.24 

Occasionally only 28,144 .98 .91 1.05 

Regular smoker 339,903 1.36 1.40 1.30 

Cigarette total 271,757 1.45 1.54 1.30 

Cigarette only 161,172 1.58 1.65 1.39 

Cigarette and other 110,585 1.29 1.35 1.21 

Cigarette and cigar 21,188 1.31 1.34 1.27 

Cigarette and pipe 53,168 1.36 1.41 1.26 

Cigarette, cigar, pipe 36,229 1.20 1.26 1.11 

Cigar only 28,422 1.07 .94 1.44 

Cigar and pipe 21,944 1.08 1.04 1.21 

Pipe only 17,780 1.10 1.05 1.25 

Amount unknown 21,131 1.06 1.43 1.05 

Expected number of deaths - computed by multiplying the number of person years 
exposure in each age group for each smoking history category by the age -specific 
death rates of persons who had never smoked. 

TABLE 2. RELIABILITY OF REPORTED SMOKING HISTORY 

Percentage change in classification by selected 
items of smoking history between the original 
and a duplicate questionnaire received from 1714 
policyholders 

Item 
No. of 

I 

Percentage Agreement 
Code groups Cigarette I Cigar I Pipe 

Amount currently used 
Years used current 
amount 
Age started 
Summary of use 

8 90.2 89.7 93.8 

12 90.7 90.2 92.8 
8 91.0 90.8 94.5 
7 92.8 91.0 93.7 



TABLE 3.-- SMOG 
Percentage who have ever smoked, U.S. males, 1955 

and USGLI policyholders, 1954 

Smoking history USGLI U.S.1 
Total 100.0 100.0 

Unknown!' 4.5 6.5 

Never smoked 18.7 20.3 

Smoked occasionally only 5.9 5.2 

Smoked regularly 70.9 68.0 

Cigarette only 33.6 43.8 

Cigarette and cigar 4.5 3.1 

Cigarette and pipe 11.1 8.3 

Cigarette, cigar, pipe 7.5 2.3 

Cigar only 6.0 3.6 

Cigar and pipe 4.5 2.2 

Pipe 3.7 4.7 

Tobacco Smoking Patterns in the United States, 
Public Health Monograph No. 45, page 57; data 
for males 35 or more years of age. 

//-USGLI policyholders- -unknown amount smoked; 
U.S. males- -not reported. 

TABLE 4. BY AGE AMONG SMOKERS NON -SMOKERS 
Number of deaths per 1,000 per year by smoking history and age, July 1954 - December 1956 

Smoking History 
Number 

of 
deaths ages 30 -39 

Never smoked 1179 13.1 0.7 
Used tobacco 6203 16.0 1.3 

Occasionally only 345 12.3 2.0 

Regular smoker 5564 16.4 1.3 
Cigarette total 4513 16.6 1.4 

Cigarette only 2771 17.2 1.2 

Cigarette and other 1742 15.8 1.8 

Cigarette and cigar 363 17.1 3.0 

Cigarette and pipe 805 15.1 1.4 

Cigarette,cigar,pipe 574 15.8 2.2 

Cigar only 433 15.2 0.0 
Cigar and pipe 342 15.6 0.0 

Pipe only 276 15.5 1.0 
Amount unknown 294 13.9 0.7 
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Death rate er 1,000 

40-49 150 -54 155-59 60 -64 165 -69 170 -74 and 7over 
2.9 

3.2 
2.7 

3.4 
3.3 
3.4 
3.1 
7.4 
2.0 

4.5 
10.4 
2.3 
1.9 

0.0 

6.6 9.0 14.8 21.6 35.8 70.0 
9.3 13.1 19.0 28.1 38.6 73.3 

3.2 9.5 12.9 23.6 30.6 85.2 
9.8 13.6 19.8 28.9 39.6 72.6 
10.4 14.4 20.9 31.2 43.5 72.8 
10.4 15.3 22.9 33.4 49.8 84.7 

10.4 13.0 18.1 28.8 37.4 62.9 
10.2 10.5 17.8 37.0 43.6 48.2 
10.1 14.1 19.3 28.3 34.9 73.5 

11.0 12.8 16.7 24.5 36.3 62.5 
9.3 8.5 16.3 24.1 26.7 89.6 

7.3 11.1 15.8 23.5 34.6 56.5 
2.0 11.8 17.2 20.6 32.4 71.7 

7.8 10.2 15.6 22.9 33.8 67.8 



TABLE 5. MORTALITY OF REGULAR SMOKERS BY CURRENT AMOUNT SMOKED 

Ratio of observed to expected number of deaths (all causes) by type of smoking 
history and current amount smoked, July 1954 - December 1956 

Smoking History 

Ratio of observed to cted 
Current 

110 -20 occas'1 
less than 

10 

number of 

21 -39 

Number of observed deaths 
ci arettes smoked per day 

40 
moroe 

r 

Cigarette only 

Cigarette and other 

Cigarette and cigar 

Cigarette and pipe 

Cigarette,cigar,pipe 

Cigar only 

Cigar and pipe 

Pipe only 

.96 

1.08 

1.08 

1.00 

1.14 

1.29 1.66 

.95 1.37 

.90 1.30 

1.03 1.36 

.88 1.41 

1.77 

1.72 

1.75 

1.88 

1.46 

1.99 

1.79 

2.71 

1.40 

1.73 

Cu rent number of cigars 
9 or 

occas'l 1-2 3-4 5-8 more 

1.05 .71 1.00 .99 1.44 

.93 1.16 .99 .87 1.33 

occas'1 
less than 

10 10 -20 

25 205 1019 

72 159 492 

13 35 91 

27 71 252 

32 53 149 

smoked per day 

occas'l 1 -2 13-4 

20 62 97 

40 101 67 

40 or 
21 -39 more 

663 137 

319 59 

56 19 

180 21 

83 19 

9 or 
15 -8 more 

79 26 

32 8 

Current number of pipefuls smoked per 
less than 1 20 or 

occas'l 5 5 -9 10 -19 1 more 

.86 .96 1.12 .98 1.21 6 

less than 20 or 

5 15 -9 110 -19 

44 73 45 29 

Expected number of deaths - computed by multiplying the number of person years exposure in each age group for each smoking 
history category by the age- specific death rates of persons who had never smoked. 
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TABLE 6. -- MORTALITY OF REGULAR SMOKERS BY AMOUNT SMOKED 
Ratio of observed to expected number of deaths (all 

causes) by smoking history, current and maximum amount 
smoked for persons smoking in 1954. 

Smoking History 
Current 

amount smoked 
Maximum 

amount smoked 
Cigarette only 

one pack or less 1.59 1.48 

more than a pack 1.81 1.75 

Cigarette and cigar 
one pack or less 1.16 1.12 

more than a pack 1.92 1.76 

Cigarette and pipe 
one pack or less 1.27 1.15 

more than a pack 1.81 1.72 

Cigarette, cigar, pipe 
one pack or less 1.22 1.12 

more than a pack 1.50 1.54 

Cigar only 
less than 5 .86 .83 

5 or more 1.07 1.11 

Cigar and pipe 
less than 5 cigars 1.08 1.01 

5 or more cigars .93 1.14 

Pipe only 
less than 10 1.05 1.06 

10 or more 1.06 1.11 

Expected number of deaths based on the death rates of persons 
who had never smoked. 

TABLE 7. -- MORTALITY OF EX- SMOKERS BY MAXIMUM AMOUNT EVER SMOKED 
Ratio of observed to expected number of deaths (all causes) 
by smoking history and maximum amount smoked. 

Smoking History 
Mortality 

ratio 
Number of 

observed deaths 
Cigarette only 

one pack or less 1.27 417 
more than a pack 1.52 304 

Cigarette and cigar 
one pack or less 1.26 107 

more than a pack 1.27 42 
Cigarette and pipe 

one pack or less 1.21 173 
more than a pack 1.31 81 

Cigarette, cigar, pipe 
one pack or less .97 144 
more than a pack 1.50 81 

Cigar only 
less than 5 1.59 94 
5 or more 1.33 56 

Cigar and pipe 
less than 5 cigars 1.29 62 
5 or more cigars 1.19 31 

Pipe only 
less than 10 1.14 50 
10 or more 1.53 29 

Expected number of deaths based on the death rates of persons 
who had never smoked. 



TABLE 8. -- PERSONS WHO REDUCED AMOUNT OF SMOKING 
Ratio of observed to expected number of deaths by type of smoking history and maximum amount smoked 

Smoking history and 
maximum amount smoked 

Ratio of observed to expected deaths Number of observed deaths 
Current use 'Smokes 
is maximum 

less 
than in past Stopped 

Current use Smokes less 
is maximum than in past Stopped 

Cigarette only 1.53 1.90 1.37 1502 285 721 
one pack or less 1.44 1.64 1.27 847 92 417 
more than a pack 1.66 2.05 1.52 655 193 304 

Cigarette and cigar 1.40 1.18 1.26 155 40 149 

one pack or less 1.20 1.06 1.26 92 19 107 
more than a pack 1.85 1.31 1.27 63 21 42 

Cigarette and pipe 1.34 1.43 1.24 385 129 254 
one pack or less 1.16 1.07 1.21 216 47 173 
more than a pack 1.69 1.78 1.31 169 82 81 

Cigarette, cigar, pipe 1.19 1.50 1.11 201 120 225 
one pack or less 1.11 1.19 0.97 122 50 144 
more than a pack 1.34 1.84 1.50 79 70 81 

Cigar only 0.86 1.06 1.48 159 69 150 
less than 5 0.76 0.93 1.59 84 27 94 
5 or more 1.03 1.17 1.33 75 42 56 

Cigar and pipe 0.97 1.24 1.26 114 108 93 
less than 5 cigars 0.97 1.12 1.29 84 54 62 
5 or more cigars 0.97 1.38 1.19 30 54 31 

Pipe only 1.07 1.24 1.27 146 21 79 
less than 10 pipefuls 1.07 0.91 1.14 80 10 50 
10 or more pipefuls 1.08 1.83 1.53 66 11 29 

Expected number of deaths were computed from death rates for persons who had never smoked. 
Amount is maximum use for persons who had stopped or who smoked less than in the past and current use for those 
whose current use is maximum. 

The ratios for those who had stopped differ slightly from the ratios for ex- smokers in Table 1 due to the fact 
that broader age groups were used for this table. 
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TABLE 9. MORTALITY BY DURATION OF HISTORY 
Ratio of observed to expected number of deaths 
(all causes) by smoking history, duration of 
use, and current use 

Smoking History 
Mortality Ratio Number of Observed Deaths 

Number Years 
- 15 15-24 25+ -15 I 15-24 25+ 

Regular smokers - Currently smoking 

Cigarette only 1.05 1.00 1.63 23 61 1952 
Cigarette and cigar 1.29 1.00 1.36 9 9 196 
Cigarette and pipe .50 1.22 1.39 5 22 517 
Cigarette, cigar, pipe .78 1.46 1.30 7 19 309 
Cigar only 1.44 .95 .92 13 18 243 
Cigar and pipe .67 1.25 1.06 4 15 222 
Pipe only 1.57 .93 1.07 11 13 168 

Regular - Ex- Smokers 

Cigarette only .97 .91 1.58 72 92 552 
Cigarette and cigar 1.03 1.08 1.47 30 27 91 
Cigarette and pipe .84 .62 1.53 27 24 202 
Cigarette, cigar, pipe .95 1.21 1.17 55 47 116 
Cigar only 2.00 1.29 1.45 32 31 87 
Cigar and pipe 1.39 .82 1.42 18 14 61 
Pipe only .81 .93 1.53 13 13 49 

Expected number of deaths based on death rates of persons who had 
never smoked. 

Number of years is the number of years each specific form of tobacco had been used; 
for users of two or more forms duration refers to the first mentioned. 
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TABLE 10. MORTALITY BY AMOUNT AND DURATION OF SMOKING HISTORY 
Ratio of observed to expected number of deaths (all causes) 
by smoking history, amount used, duration of use, and 
current use 

Smoking History 
Amount Used 

Mortality Ratio I Number of Observed Deaths 
er of Years 

-15 I 15-24 1 25+ I -15 15 -24 I 25+ 

Regular Smokers - Currently Smoking 
Cigarette only 

one pack or less 1.00 .92 1.52 17 36 1038 
more than a pack 1.20 1.14 1.78 6 25 914 

Cigarette and other 
one pack or less .55 1.23 1.16 11 32 541 
more than a pack 2.00 1.29 1.68 10 18 481 

Cigar (including cigar and pipe) 
less than 5 cigars 1.00 1.00 0.89 12 21 258 

5 or more cigars 1.67 1.33 1.11 5 12 207 

Pipe only 
less than 10 pipefuls 1.50 1.00 1.03 9 9 92 
10 or more pipefuls 1.00 .80 1.12 2 4 76 

Recular Ex- smokers 
Cigarette only 

one pack or less .97 .92 1.48 60 61 292 

more than a pack 1.00 .91 1.70 12 31 260 

Cigarette and other 
one pack or less .91 .88 1.36 93 66 259 

more than a pack 1.12 1.14 1.47 19 32 150 

Cigar (including cigar and pipe) 
less than 5 cigars 1.65 1.23 1.48 38 32 86 
5 or more cigars 2.00 .87 1.38 12 13 62 

Pipe only 
less than 10 pipefuls .67 .90 1.56 10 9 28 

10 or more pipefuls .75 1.33 1.50 3 4 21 

Expected number of deaths based on death rates of persons who had never smoked. 

Number of years is the number each specific form of tobacco had been used; for users 
of two or more forms, duration refers to the first mentioned. 
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TABLE 11. MORTALITY OF REGULAR SMOKERS BY AGE STARTED 
Ratio of observed to expected number of deaths (all causes) by smoking 
history, current use, age started, and current amount used. 

Smoking History 
Amount Used 

Mortality Ratio Number of Observed Deaths 
Axe Started Smok 

-20 20 -24 25 -34 35+ -20 20 -24 25 -34 35+ 

lar Ex- kers 
Cigarette only 1.51 1.29 1.08 1.20 393 207 85 30 

Cigarette & other 1.34 1.07 1.05 1.16 324 162 89 43 
Cigar (including cigar 

and pipe) 1.59 1.47 1.26 1.00 65 103 59 15 

Pipe only 1.71 1.23 1.00 1.00 29 27 14 8 

Regular Smokers - Currently Smok 
Cigarette only 1.72 1.54 1.27 1.21 1144 603 214 75 

one pack or less 1.66 1.51 1.20 1.18 644 391 147 58 

more than a pack 1.80 1.61 1.46 1.31 500 212 67 17 

Cigarette & other 1.43 1.35 1.06 1.13 591 307 125 70 
one pack or less 1.28 1.21 1.10 1.04 358 208 100 53 
more than a pack 1.77 1.77 0.93 1.42 233 99 25 17 

Cigar (including cigar 
and pipe) 1.01 0.98 0.94 1.14 129 197 133 56 

less than 5 cigars 1.12 0.96 0.86 0.98 99 142 91 40 
5 or more cigars 0.75 1.04 1.20 1.78 30 55 42 16 

Pipe only 1.21 1.08 .91 1.12 57 65 42 28 

Less than 10 
pipefuls 1.16 1.05 0.97 1.33 29 39 28 24 

10 or more pipefuls 1.27 1.08 0.82 0.57 28 26 14 4 

Expected number of deaths based on death rates of persons who had never smoked. 
Age started is the age of starting to smoke each form of tobacco; for users of 
two or more forms, this refers to the first mentioned. 

TABLE 12. MORTALITY BY SMOKING HISTORY AND GEOGRAPHIC REGION 
Ratio of observed to expected number of deaths (all causes) by smoking 
history, geographic region and maximum amount used. 

Smoking History 
Maximum Amount Used 

Mortality Ratio Observed Number of Deaths 
North- 
east 

North 
Central South West 

North- 
east 

North 
Central South West 

Cigarette only 1.47 1.60 1.53 1.55 794 864 636 468 
one pack or less 1.28 1.55 1.39 1.50 408 515 311 280 
more than a pack 1.73 1.69 1.70 1.62 386 349 325 188 

Cigarette & other 1.19 1.39 1.29 1.23 498 587 368 285 
one pack or less 1.03 1.21 1.14 1.17 295 342 204 178 
more than a pack 1.53 1.77 1.55 1.37 203 242 164 107 

Cigar only .93 1.15 1.16 1.14 119 152 104 57 
less than 5 cigars .96 1.14 .88 1.16 68 90 44 36 
5 or more cigars .91 1.17 1.50 1.11 51 62 66 21 

Cigar and pipe 1.02 1.15 1.23 1.04 108 106 81 47 
less than 5 cigars 1.00 1.13 1.21 1.00 70 72 51 30 
5 or more cigars 1.06 1.21 1.25 1.13 38 34 30 17 

Pipe only 1.07 1.19 1.14 1.02 87 87 57 42 
less than 10 pipefuls 1.08 1.02 1.18 1.04 54 48 33 27 

10 or more pipefuls 1.07 1.50 1.09 1.00 33 39 24 15 

Expected number of deaths based upon the death rates of those who had never used 
tobacco or had used tobacco only occasionally for each region separately. 



TABLE 13. MORTALITY OF SIRS BROAD GROUPS OF CAUSES 

Ratio of observed to expected number of deaths by type of smoking history and cause 

Smoking 
History 

Ratio of observed to expected deaths2 Number of observed deaths 

O' 

Never smoked or smoked 
occasionally only 1.00 1.00 1.00 1.00 1.00 1.00 17 248 24 1017 97 121 

Used tobacco 6.00 1.26 1.66 1.27 .92 1.38 312 981 118 3983 294 515 

Regular smoker 6.64 1.30 1.80 1.31 .94 1.41 299 877 112 3556 261 458 

Cigarette total 8.32 1.30 2.24 1.40 .91 1.48 283 675 101 2887 203 363 

Cigarette and others 6.40 1.31 1.52 1.24 .79 1.36 96 290 32 1107 72 145 

Cigarette only 9.35 1.30 2.76 1.53 .99 1.57 187 385 69 1780 131 218 

Cigarette and cigar 7.00 1.42 1.00 1.23 .94 1.41 21 64 4 227 16 31 

Cigarette and pipe 6.29 1.22 2.25 1.32 .75 1.49 44 122 18 518 33 70 

Cigarette, cigar, pipe 6.20 1.35 1.25 1.14 .79 1.16 31 104 10 362 23 44 

Cigar only 1.50 1.36 0.43 1.00 .92 1.38 6 87 3 271 22 44 

Cigar and pipe 2.00 1.48 0.40 1.00 1.11 1.12 6 74 2 211 20 29 

Pipe only 1.33 1.03 1.50 1.11 1.07 1.10 4 41 6 187 16 22 

Amount unknown 2.00 1.00 0.75 1.06 .71 1.45 6 45 3 196 12 32 

1/ Includes underlying causes only. 

2/ Expected number of deaths - computed by multiplying the number of person years exposure in each age 
group for each smoking history category by the age -specific death rates from each cause of death of 
persons who had never smoked or who had used tobacco only occasionally. 



TABLE 14. MORTALITY OF REGULAR CIGARETTE SMOKERS 
FROM SPECIFIC DISEASES 

Ratio of observed to expected number of deaths 
of persons who regularly smoked cigarettes only. 

No. of Ob- Ratio to Ex- 
Disease served Deaths) oected Deaths?/ 

Cancer of lung 
(162,163) 197 9.85 

Cancer of prostate 
(177) 52 2.17 

Cancer of mouth,pharynx 
esophagus (140- 148,150) 24 2.18 

Cancer of bladder (181) 29 1.93 

Cancer of stomach (151) 39 1.86 

Malignant lymphomas 
(200 -203) 56 1.70 

Cancer, other forms 86 1.30 

Cancer of pancreas (157) 31 1.19 

Cancer of intestines 
and rectum (152- 154) 94 1.09 

Cancer of kidney (180) 16 1.00 

Leukemia (204) 23 .89 

Pneumonia (480-493) 145 1.61 
Bronchitis, emphysema, 

etc. (500 -527) 147 3.27 

Arteriosclerotic 
(coronary heart 
disease (420) 1,420 1.63 

Nonrheumatic chronic 
endocarditis (421- 
422) 135 1.55 

Hypertension with heart 
disease (440 -443) 279 1.53 

General Arteriosclerosis 
(450) 243 1.46 

Hypertension without 
heart disease (444- 
447) 82 1.41 

Cerebral vascular 
lesions (330-334) 281 1.33 

Chronic nephritis 
(592 -594) 26 1.04 

Chronic rheumatic 
heart disease (410- 

416) 42 .84 

Paralysis agitans (350) 9 .36 
Other diseases of liver, 

gallbladder and pan- 
creas (582 -587) 45 1.15 

Diabetes (260) 84 1.18 
Dicer of stomach and 
duodenum (540,541) 51 2.83 

Cirrhosis of liver (581) 62 2.95 

Includes underlying and contributory causes 
of death. 
Expected number of deaths - computed by 
multiplying the number of person years ex- 
posure in each age group of regular smokers 
of cigarettes only by the age -specific death 
rates from each cause of death (including 
underlying and contributory causes) of 
persons who had never smoked or who had used 
tobacco only occasionally. 

w 

e 

55 



56 

TABLE 16. MORTALITY OF REGULAR CIGARETTE SMOKERS FROM SPECIFIC CAUSES BY AMOUNT SNORED 

Ratio of observed to expected number of deaths of persons who had regularly smoked 
cigarettes only by current amount smoked, July 1954-December 1956. 

Disease 
Mortality Ratio I Number of observed deaths) 

Current amount smoked 
-10 10 -20 21+ ¡ -10 10 -20 21+ 

Cancer of lung (162,163) 5.50 10.00 15.80 11 70 79 
Cancer of prostate (177) 1.67 2.00 2.33 5 16 14 

Cancer of mouth, pharynx 
esophagus (140- 148,150) 1.00 2.50 4.00 1 10 12 

Cancer of bladder (181) 1.00 1.83 2.75 2 11 11 

Cancer of stomach (151) 4.50 2.00 1.40 9 14 7 

Malignant lymphomas (200 -203) 0.67 1.91 1.89 2 21 17 

Cancer, other forma 1.00 1.39 1.39 7 32 25 
Cancer of pancreas (157) 0.67 1.00 2.00 2 9 14 

Cancer of intestines and 
rectum (152 -154) 1.22 1.00 1.14 11 30 25 

Cancer of kidney (180) 1.50 1.17 0.75 3 7 3 

Leukemia (204) 0.33 0.78 1.43 1 7 10 

Pneumonia (480 -493) 1.70 1.78 1.82 17 57 40 
Bronchitis, emphysema, 

etc. (500 -527) 2.20 3.75 3.70 11 60 37 

Arteriosclerotic (coronary) 
heart disease (420) 1.32 1.76 1.75 120 539 387 

Nonrheumatic chronic 
endocarditis (421 -422) 1.30 1.68 1.62 13 52 34 

Hypertension with heart disease 
(440 -443) 1.32 1.34 1.63 25 87 75 

General arteriosclerosis (450) 0.84 1.62 1.46 16 97 57 
Hypertension without heart 

disease (444 -447) 2.00 1.10 1.57 12 22 22 
Cerebral vascular lesions 

(330 -334) 1.54 1.27 1.46 37 95 73 
Chronic nephritis (592 -594) - 1.00 1.14 9 8 

Chronic rheumatic heart 
disease (410 -416) 0.80 0.94 0.77 4 16 10 

Paralysis agitans (350) 0.33 0.11 0.17 1 1 1 

Other diseases of liver, gall- 
bladder and pancreas (582 -587) 1.00 0.64 1.50 4 9 15 

Diabetes (260) 0.62 0.96 1.39 5 24 25 
Ulcer of stomach and duodenum 

(540,541) 1.50 3.67 2.60 3 22 13 
Cirrhosis of liver (581) 3.00 3.14 4.17 6 22 25 

Includes underlying and contributory causes of death. 

Expected number of deaths based on the death rates from each cause of death 
(including underlying and contributory causes) of persons who had never smoked 
or who had used tobacco only occasionally. 



TABLE 17. MOKrALITY OF REGULAR PIPE SMOKERS 
FROM SPECIFIC CAUSES 

Ratio of observed to expected number of deaths 
of persons who had regularly smoked a pipe only 
(lifetime history) July 1954 - December 1956. 

Disease 
No. of 

Observed 
Deaths 

Ratio of 
Expected 
Deaths 

Cancer of lung (162,163) 4 1.33 
Cancer of prostate (177) 4 1.00 
Cancer of mouth, pharynx 

esophagus (140 -148,150) 2 1.00 
Cancer of bladder (181) 3 1.50 
Cancer of stomach (151) 5 1.67 
Malignant lymphomas 

(200 -203) 3 0.75 
Cancer, other forms 13 1.62 
Cancer of pancreas (157) 3 0.75 
Cancer of intestines and 
rectum (152 -154) 10 0.83 

Cancer of kidney (180) 1 0.50 
Leukemia (204) 3 1.00 

Pneumonia (480 -493) 12 0.86 
Bronchitis, emphysema, 

etc. (500 -527) 15 1.88 

Arteriosclerotic (coronary) 
heart disease (420) 142 1.16 

Nonrheumatic chronic 
endocarditis (421 -422) 16 1.14 

Hypertension with heart 
disease (440 -443) 19 0.76 

General arteriosclerosis 
(450) 23 0.79 

Hypertension without heart 
disease (444 -447) 5 0.62 

Cerebral vascular lesions 
(330 -334) 33 0.97 

Chronic nephritis (592- 
594) 0.33 

Chronic rheumatic heart 
disease (410 -416) 7 1.17 

Paralysis agitane (350) 1 0.25 
Other diseases of liver, 

gallbladder and pancreas 
(582 -587) 4 0.67 

Diabetes (260) 5 0.50 
Ulcer of stomach and duo- 

denum (540,541) 5 2.50 
Cirrhosis of liver (581) 6 2.00 

Includes underlying and contributory causes 
of death. 

2/ Expected number of deaths based on the 
death rates from each cause of death 
(including underlying and contributory 
causes) of persons who had never smoked 
or who had used tobacco only occasionally. 

57 

TABLE 18. MORTALITY OF REGULAR CIGAR SMOKERS 
FROM SPECIFIC CAUSES 

Ratio of observed to expected number of deaths 

of persons who regularly smoked only cigars or 
cigars and a pipe, lifetime history, July 1954 - 

December 1956. 

Disease 
No. of 

Observed 
Deaths 

Ratio of 
Expected 
Deaths 

Cancer of lung (162,163) 13 1.86 

Cancer of prostate (177) 28 2.55 

Cancer of mouth, pharynx 
esophagus (140 -148,150) 12 2.40 

Cancer of bladder (181) 3 0.50 

Cancer of stomach (151) 9 1.00 

Malignant lymphomas 
(200 -203) 12 0.92 

Cancer, other forms 32 1.39 

Cancer of pancreas (157) 11 1.00 

Cancer of intestines and 
rectum (152 -154) 54 1.54 

Cancer of kidney (180) 6 1.20 

Leukemia (204) 11 1.22 

Pneumonia (480 -493) 38 0.93 

Bronchitis, emphysema, 
etc. (500 -527) 22 1.00 

Arteriosclerotic (coronary) 
heart disease (420) 373 1.05 

Nonrheumatic chronic 
endocarditis (421 -422) 39 0.98 

Hypertension with heart 
disease (440 -443) 85 1.16 

General arteriosclerosis 
(450) 74 0.91 

Hypertension without heart 
disease (444 -447) 29 1.26 

Cerebral vascular lesions 
(330 -334) 92 0.96 

Chronic nephritis (592- 
594) 9 1.00 

Chronic rheumatic heart 
disease (410 -416) 8 0.42 

Paralysis agitane (350) 
Other diseases of liver, 

gallbladder and pancreas 
(582 -587) 22 1.38 

Diabetes (260) 55 1.90 

Ulcer of stomach and duo- 
(540,541) 15 2.14 

Cirrhosis of liver (581) 22 3.14 

Includes underlying and contributory 
causes of death. 

Expected number of deaths based on the 
death rates from each cause of death 
(including underlying and contributory 
causes) of persons who had never smoked 
or who had used tobacco only occasionally. 
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DISCUSSION 

By: Carl E. Hopkins, University of Oregon Medical School 

Statisticians and public health workers 
alike are in debt to Dr. Dorn and the National 
Cancer Institute for this painstaking contribu- 
tion to our knowledge of mortality and its re- 
lation to smoking. It is truly remarkable that 
Vo little is still known about causes and ef- 
fects of such a widespread human activity as 
tobacco use. Physicians, philosophera and 
poets have for centuries speculated, eulogized 
and moralized on the subject, without adducing 
substantial evidence, until Lombard, and sepa- 
rately, Pearl, made in the late 1930's some 
epidemiologic studies of the effect of smoking 
on mortality and longevity. The results were 
not shocking, and it was not until the 1950's 
when a sharp rise in lung cancer deaths became 
noticeable here and in England that intensive 
exploration of smoking as a possible health 
hazard began. In retrospect it is easy to see 
that just as in much exploratory experimenta- 
tion in the laboratory, a main effect had been 
completely obscured by excessive dilution until 
a sufficient concentration was reached to make 
the main effect stand out above the noise level. 

Now that we have a main effect standing out 
clearly, it is also remarkable, tho not unpre- 
cedented, that rather unusual standards of 
credibility are being required for the conclu- 
sions of such epidemiologic investigations. 
While arising out of diverse motivations and 
confused understandings of the statistician's 
role, these unusual requirements of "proof" 
have been a stimulating challenge to the pro- 
fessional statistician and produced some worth- 
while introspection on his role and his method. 

If we view his role as that of making some 
sort of rational decision on whether to adopt 
or reject some incompletely specified but far - 
reaching public health program, then it is quite 
clear that he does not yet have values for all 
of the parameters of the pertinent decision 
functions. For that matter it is not clear that 
he even has the necessary tools. But if we view 
his role more narrowly as that of evaluating the 
credibility of inference drawn from observations, 
then it would appear that his usual tools of 
probability and sampling theory as applied to 
statistical epidemiology may be presumed to 
suffice here as they have in so many other sim- 
ilar problems where direct experimental test 
seemed impossible. I prefer to speak from this 
latter viewpoint, and will therefore discuss 
Dr. Dorn's contribution only as to the infer- 
ence he draws from his observations, viewing 
wider implications, however important they may 
be to the public health, as irrelevant in a 
statistical discussion. 

The National Cancer Institute study was 
ingeniously conceived to eliminate certain 
ambiguities remaining in earlier studies due 
mainly to their retrospective design, their 
susceptibility to bias in selection of smokers 
and non -smokers, and their size limitations. 
While being motivated by interest in the lung 
cancer problem, the study was wisely broadened 
to cover mortality of all kinds in relation to 
smoking. Veterans provided a large, defined 

and apparently suitable population for following 
in a prospective study. The study as reported 
shows every evidence of care and great technical 

skill in planning, execution and interpretation. 
Few statisticians could really wish to undertake 
such a task, but most could certainly feel proud 

of the job reported here. For the first time in 

all the welter of shaky claims and counter -claims 

the relations of smoking to overall risk of dying 

and to risk of dying of particular disease stand 
out clearly as facts against which hypotheses 
may be tested. 

It should be added quickly that the study 

says nothing about causes or mechanisms for 

explaining these facts. This must be done even- 

tually by the epidemiologist and the pathologist 

who must integrate these and all other known 
facts into a plausible and preferably testable 
explanatory hypothesis. Several of these are on 
the market now, and facts from this study should 
help in selecting from among them. 

Yet there are limitations to these facts. 

Some of the old bugaboos that hobbled earlier 

studies are still with us. 
1. Retrospective aspects. Altho prospective 

since 1954, the crucial separation into 
experimental and control groups by smoking 
history is in some senses retrospective. 
The subjects of the study are U.S. uncolored 
males, who (a) became veterans of the armed 
forces before 1940, (b) continued their life 
insurance in force until 1954, (c) survived 
until 1954, and (d) responded to a smoking 
history questionnaire in 1954. 

The first 3 of these selections are obviously 
influenced by such host factors as health status, 
including mental health and personality, social 
and occupational class, etc.; all of which could 
be associated with smoking and non -smoking. 
Since we end up with a reference population only 
about 16% of which report as non -smokers, a 
little arithmetic will show that rather moderate 

biases in the selection of smokers and non- 

smokers into these successive stages of the pre - 

study history could result in a disproportionate 
overloading of extra - healthy persons into the 
non -smoking part of the 1954 study population, 
thus giving non -smokers a superior survivorship 
due not to non -smoking but to health and social 
factors that made them non -smokers. Until we 
know more about the social, psychological and 
physical factors in the individual person that 

select him into the non - smoking, smoking and 

heavy -smoking classes, we cannot be certain that 

these mortality data do not at least partly 
reflect the mortality prognosis of the groups 
prior to their selection into the smoking class- 
es. These selective effects may be presumed 
to have been washed out by the regression phenom- 
enon in the interim from beginning of smoking 
until entry into this mortality study, but we 
have no way to know how much to allow for this. 
2. The memory problem. Here, as in Kinsey's 

studies, the question is not whether the 
questionnaire obtained reliable, repeatable 
responses, but whether the responses were 

in the sense of corresponding with 



objective fact. Some skepticism is required 
on the accuracy of the memory instrument in 
a subject as charged with deep psychological 
content as smoking habits. 

3. What of the non - response bias? It is pre- 
sumed that the final report will explain 
what effect the 16% non - respondent group 
could have had on the outcome. 

4. What of experimental artifacts? Did the 
policy holders know they were queried thru 
their life insurance company? Could this 
have influenced their responses? Could they 
have feared to lose their policies or to have 
premium rates changed as a result of their 
replies? 

5. To what larger population can these results 
be generalized? They were obtained from 
U.S. uncolored males, somewhat upper class, 
with 40% better than average mortality ex- 
perience. What can the epidemiologist do 
with this? 

These are not detractions. But they are 
questions and limitations that must be kept in 
mind in weighing and using the evidence of this 
study. If the study were to be viewed in isola- 
tion one would have to be suspicious of danger- 
ous biases possibly lurking in the background. 
Its credibility tonite rests not only on the 
evident craftsmanship of the work itself, but 
also and perhaps mainly on agreement at crucial 
points with numerous other independent studies 
subject to different of biases. 

In sum, we are indebted to Dr. Dorn and his 
coworkers for their significant contribution in 
confirming previous but less well established 
facts, and bringing out new detail on kind, 
amount and length of smoking history, as related 
to specific cause of death. We are another long 
step ahead with facts which will eventually re- 
solve controversy. 
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DISCUSSION 
By: E. Cuyler Hammond, Sc. D., American Cancer Society 

I would first like to congratulate Dr. Dorn 
on an excellent study well presented. My dis- 
cussion will be confined to his statistical 
findings rather than to an interpretation in 
terms of possible cause and effect relation- 
ships. 

The two major variables in the study were: 
1) status of subjects in successive periods of 
time (i.e., alive or dead), and 2) past and 
current smoking habits as ascertained at the 
start of the study. There was little chance of 
recording a living man as dead since deaths were 
verified by death certificate. Some under- 
reporting of deaths may have occurred due to 
failure of beneficiaries to make a claim. This 
would result in an artificially low apparent 
death rate but there is no reason to suppose 
that it would bias the findings in respect to 
smoking. Men who dropped their life insurance 
policies after the start of the study may be 
somewhat different from those who retained them, 
and it is not stated whether all such persons 
were traced. However, it seems unlikely that 
this could have had much influence on the find- 
ings. 

It is more difficult to estimate the amount 
of error in reporting of smoking habits. The 
most serious error would be confusion between 
smokers and non -smokers. However, the subjects 
certainly knew the answer to this simple question 
and the only problem is how many of them deli- 
berately or inadvertently gave a false answer. 
Conceivably, a few smokers claimed to be non- 
smokers because they were afraid that it might 
affect their insurance status. Unless confined 
to the healthiest subjects, an error in this 
direction would tend to reduce the apparent re- 
lationship between smoking habits and death rates. 
The possibility of errors. in the other direction 
seems less likely considering the detailed ques- 
tions asked of smokers. Incidental to our pros- 
pective study,l) we questioned 45,000 subjects 
about their smoking habits in 1952 and again in 
1954. Of those who in 1952 said that they had 
never smoked, less than 1% said that 'they were 
smoking cigarettes regularly when questioned in 
1955. This suggests that it is rare for a non- 
smoker to record himself as a smoker. 

Finkner2) and his associates have studied 
the accuracy of reporting daily amount of ciga- 
rette smoking, making use of lighters with 
counters attached and cans in which individuals 
were asked to deposit their cigarette butts. 
An analysis of the basic data they present for 
76 regular cigarette smokers among workers in 

a research laboratory showed the following: 
80% were classified in the same amount category 
by lighter counts as by questionnaire answers 
and all the remainder were in adjacent categories 
when classified independently by the two methods. 
A similar study of 52 regular cigarette smokers 
among office workers showed essentially the same 
thing. 

Todd and Laws3) made a study for the 
Tobacco Manufacturers' Standing Committee of 
Great Britain on the accuracy of information' 
on current smoking habits obtained by question- 
naires. They came to the following conclusion: 

since in most tables in this 
paper informants are classified into 
broad groups consisting of non -smokers of 

cigarettes and of smokers of -4, 5 -14, 

15 -24, and 25 or more cigarettes a day, 
the percentage of smokers, particularly 
in view of the proportion smoking 10 or 
20 cigarettes a day, likely to be classi- 
fied wrongly even with a 15% error is 
negligible." 

Considering this evidence, it seems un- 
likely that errors in either of the two major 
variables could have introduced much error in 
the apparent association between current smoking 
habits and total death rates reported by 
Dr. Dorn. Estimates of past smoking habits 
are probably less reliable than are estimates 
of current smoking habits. 

The population chosen for study was well 
defined, namely the 291,800 veterans who-held 
United States Government Life Insurance at the 
end of 1953. Almost all of them were traced 
but 31.8% of them failed to answer the ques- 
tionnaire on smoking habits in 1954. About 
half of the non -responders of 1954 who were 
still living in 1957 answered a smoking ques- 

tionnaire at that time. 

The responders of 1954 had a death rate 
far below that of the general white male popu- 
lation of the United States. This was due to 

two factors: 1) The insured veterans as a 

whole (responders and non -responders together) 
had a death rate only about 707, of that of the 
general white male population, and 2) the re- 

sponders were self -selected in such a way that 
their death rate was considerably less than 
that of the non -responders. Dr. Dorn reason- 
ably postulates that the difference in death 
rates between responders and non -responders 
was due to failure of critically ill persons 
to answer his questionnaire. The rapid drop 
in the death rate of the non -responders during 

the subsequent few months gives strong support 

to this explanation. However, there is no way 

of knowing for sure whether this selective 
factor operated differentially on smokers and 
non -smokers. If such a differential did exist, 

it would bias the findings at least temporarily. 

The bias would have been maximum during the 
first few months of the study and then would 

have diminished rather rapidly thereafter. I 

imagine that this was one of the reasons that 
Dr. Dorn omitted the first six months of ex- 
perience from the data he presented today. 
The trend in mortality ratios during the first 
several years of the study will provide a good 
indication of the-'degree and direction of this 
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bias if indeed any such bias existed. I should 

add that there is no reason to suspect that a 

serious bias of this type occurred. 

From the standpoint of possible selective 
bias, Dr. Dorn's analysis of death rates in 
relation to duration of cigarette smoking and 
age at which smoking began presents an inter- 
esting problem. Candidates for the armed 
services are screened by medical examinations 
which eliminate those with impairments. Some 
of these impairments (e.g., cardio- vascular 
fitness,4) chronic severe cough,5) etc.) may be 
associated with smoking habits. Subjects who 
started smoking at an early age were smoking 
prior to the time of medical screening, while 

most of those who started smoking later in life 

were non- smokers at the time of medical screen- 
ing. This raises a question as to the validity 
of the comparison of later death rates in these 
two groups. In all probability, the selective 
bias would have worn off long before the start 
of Dr. Dorn's study. However, some evidence on 
this point would be most interesting. 

It is of interest to compare Dr. Dorn's 
findings with the findings in two other pros- 
pective studies on smoking in relation to death 
rates. 

Doll and Hillb) mailed questionnaires to 
all physicians registered in Great Britain and 

68% of them replied. The subjects have been 
traced ever since 1951. A direct comparison 
cannot be made with Dr. Dorn's findings because 
Doll and Hill used a different method of classi- 
fying smoking habits. Nevertheless, the find- 
ings in relation to smoking and death rates 
were essentially the same in all major aspects, 
taking sampling variation into consideration. 
That is, they found that death rates increased 
with amount of smoking. This was true not 
only for lung cancer but for many other diseases 
including coronary artery disease, lung diseases 
other than lung cancer, peptic ulcers, and 
cancer of several sites. 

Table 1 

Hammond and Horn') studied death rates 
in a sample of 187,783 white American males 
who were in age group 50 to 69 at the time 
of selection in 1952, and were followed for 
44 months. The subjects were friends and 
relatives of volunteer workers of the Ameri- 
can Cancer Society. Obviously ill men were 
deliberately excluded. We have reason to 
believe that very few men (probably less than 
3 %) refused to fill out a questionnaire when 
asked to do so. Thus, there was very little 
self- selection on the part of the subjects. 
The death rate in the last year of the study 
was about 81% of that of the general white 
male population of the United States as com- 
pared with 70% for the total group of veterans 
and less than 70% for the responders studied 
by Dr. Dorn. The very lowest socio- economic 
groups were somewhat under- represented and 
the institutionalized segment of the general 
population was almost entirely excluded. 

Table 1 shows mortality ratios by type 
of smoking history for Dorn's study and for 
the Hammond and Horn study. I think that it 
is fair to say that the two sets of figures 
are in essential agreement. The major differ- 
ence is that the mortality ratios tend to be 
a bit lower in Dorn's study than in our study. 
It would have indeed been surprising if they 
had agreed any more closely considering that 
the subjects were selected in different ways, 
the age distributions were not the same, and 
the subjects were followed for different 
lengths of time. The fact that all veterans 
were originally selected on the basis of 
medical examinations which screened out those 
with serious impairments and the factor of 
self -selection of the subjects may have had 
some influence on Dr. Dorn's findings. The 
deliberate exclusion of obviously ill persons 
probably had some influence on our findings. 

Table 2 shows mortality ratios by current 
amount of cigarette smoking. Again the figures 
from the two studies are in essential agree- 
ment although not identical. 

MORTALITY RATIOS OF SMOKERS AND NON - SMOKERS 

DORN STUDY COMPARED WITH HAMMOND AND HORN STUDY 

C u r r e n t U s e 

Smoking Total Smokes Does Not Smoke 
History 

Dorn H.& H. Dorn H.& H. Dorn H.& H. 

Never Smoked 1.00 1.00 - - - - 

Occasional Only .98 1.09 - - - - 

Cigarette Only 1.58 1.68 1.65 1.74 1.39 1.43 
Cigarette & Other 1.29 1.43 1.35 1.50 1.21 1.32 
Cigar Only 1.07 1.22 .94 1.09 1.44 1.68 
Pipe Only 1.10 1.12 1.05 1.09 1.25 1.32 
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Table 2 

MORTALITY RATIOS OF CIGARETTE SMOKERS BY CURRENT AMOUNT SMOKED 

DORN STUDY COMPARED WITH HAMMOND AND HORN STUDY 

Current 
History of History of Cigarettes 

Per 
Day 

Cigarettes Only Cigarettes 
and Other 

Dorn H.& H. Dorn H.& H. 

1 -9 

10 -20 

21 -39 

40+ 

1.29 1.34 
1.66 1.70 
1.77 1.96 
1.99 2.23 

.95 1.27 
1.37 1.49 

1.72 1.70 
1.79 1.83 

Now let us turn to a consideration of 
death rates by cause of death as reported by 
physicians. Table 3 shows mortality ratios 
for men with a history of regular cigarette 
smoking by broad categories of underlying 
causes of death. In,other words, each death 
shown here was classified according to the 
cause which in the opinion of the physician 
was the major factor leading to death. The 

figures from the two studies are in fairly 
good agreement. There appears to be no asso- 
ciation between cigarette smoking and death 
rates from violence, accidents, -and suicide. 
In each of the other categories, the mortality 
ratios are appreciably greater than 1.00 in 
both studies. 

Table 4 shows mortality ratios for men 
with a history of regular cigarette smoking 
only for a number of specific diseases. While 
doctors are required to name one disease or 
injury as the underlying cause of each death, 
additional diseases are often specified as 

contributing to death. Dr. Dorn chose to 
classify each death according to every disease 
mentioned, thereby putting many deaths into 
two, three, or more categories. In our ori- 
ginal study, we chose to classify each death 
by underlying cause only. These figures are 
shown in the last column of this table. For 

this presentation, I had our cases reclassi- 
fied according to the procedure used by 

Dr. Dorn and the figures are shown in the middle 
column. Except for pneumonia (which frequently 
occurs in the terminal stages of other diseases) 
and peptic ulcer (which is a common chronic 
disease with a low case fhtality rate), the two 
methods of classification yielded about the 
same mortality ratios. 

The finding which is likely to attract the 
greatest attention is the very high mortality 
ratio for lung cancer. This has now been found 

in such a large number of independent studies 
and has been discussed so often that it is 
pointless for me to say anything more about 
it at this time. 

In my opinion, much more attention should 
be given to the findings in relation to other 
diseases. Mortality ratios, as shown here, 
only tell a part of the story. A table showing 
differences in observed and expected number of 
deaths would give a very different impression 
of the findings. The association between 

cigarette smoking and lung cancer accounts 

for only a small part of the excess deaths 

among cigarette smokers as compared with non- 
smokers. In our study, 52% of the excess 
deaths associated with cigarette smoking were 

Table 3 

MORTALITY RATIOS OF MEN WITH A HISTORY OF REGULAR CIGARETTE SMOKING 

DORN STUDY COMPARED WITH HAMMOND AND HORN STUDY 

Underlying Cause of Death Dorn 
Hammond 
and Horn 

Cancer of Lung 8.32 10.73 
Other Cancer 1.30 1.51 
Respiratory 2.24 2.85 
Cardiovascular 1.40 1.57 
Accidents, Violence, Suicide .91 .94 

Other 1.48 1.29 
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Table 4 

MORTALITY RATIOS OF MEN WITH A HISTORY OF REGULAR CIGARETTE SMOKING ONLY 

DORN STUDY COMPARED WITH HAMMOND AND HORN STUDY 

Disease 

Underlying & Contributory Underlying Only 

Dorn Hammond Hammond 

&& Horn & Horn 

Cancer of Lung 9.85 12.75 12.45 

Cancer of Mouth, etc. 2.18 5.00 4.76 

Cancer of Prostate 2.17 1.85 1.73 

Cancer of Bladder 1.93 2.33 2.37 

Cancer of Stomach 1.86 2.19 2.19 

Cancer of Rectum, Colon 1.09 0.74 0.70 

Coronary 1.63 1.84 1.83 

Rheumatic Heart 0.84 1.13 0.98 

Cerebral Vascular 1.33 1.38 1.36 

Bronchitis, Emphysema 3.27 3.27 3.25 

Pneumonia 1.61 2.76 3.77 

Peptic Ulcer 2.83 3.94 4.64 

Cirrhosis of Liver 2.95 1.97 2.21 

Diabetes 1.18 0.84 0.84 

accounted for by cases in which coronary 
artery disease was specified as the underlying 
cause of death by the certifying physicians. 
The corresponding figure for Dr. Dorn's study 
is 45 %. 

To me, the most striking finding in all 
three of the prospective studies is that death 
rates attributed to a number of diverse 
diseases were found to be higher among cigarette 
smokers than among non -smokers. The question 
is whether this can be attributed to errors 
of some sort which occurred in roughly the 
same way in all three studies. Faulty diag- 
nosis of cause of death appears to be the 
most likely source of serious error. 

If we accept the evidence that total 
death rates are higher among smokers than 
among non -smokers, then it follows that death 
rates from at least one specific disease 
must be higher among smokers than among non- 
smokers. Considering the number of cases 
involved, lung cancer cannot possibly account 
for all of the difference, so one or more 
other diseases must be involved. If, because 
of errors in diagnosis, Dr. Dorn's figures 
give an over- estimate of the mortality ratio 
for certain diseases, it follows that they 
give an under- estimate for some other 
diseases. 

The diagnosis of cancer is seldom wrong 
since it is microscopically proved in 80% or 
more of the cases so reported. An unknown 

number of cases are missed. The greatest 

chance for error here is erroneous diagnosis 

of primary site of the disease which is some- 
times little more than a guess. Conceivably, 

lung cancer occurring in cigarette smokers is 
often diagnosed as primary cancer of some other 

site. If so, it is possible that cigarette 

smoking is not associated with cancer of pri- 

mary sites other than the lungs. In that event, 

the figures presented are an under- estimate of 
the degree of association between cigarette 
,smoking and lung cancer. More evidence will be 
required to test this hypothesis. 

Pneumonia can occur secondary to lung cancer 
and the symptoms of lung cancer can be confused 
with symptoms produced by bronchitis and other 
lung diseases. If confusion of this type 

accounts for the apparent association between 
cigarette smoking and pneumonia, bronchitis, 
and emphysema, it follows that the death rate 
from lung cancer is badly under - reported in 
general mortality statistics and that the 
association between cigarette smoking and 
lung cancer is greater than shown by Dr. Dorn's 
figures. 

Evidence from a well controlled experi- 
ment on human subjects7) as well as evidence 
from animal experiments 8) supports Dr. Dorn's 
findings of an association between cigarette 
smoking and death rates from peptic ulcer. 

Perhaps the most interesting finding is 
the apparent association between cigarette 
smoking and death rates from coronary artery 
disease. While the mortality ratio is only 
moderately high, the absolute difference in 
death rates is very large. If correct, this 
finding is extremely important since coronary 
artery disease is reported to account for 
about 37% of all deaths among white males in 
the United States over the age of 50. 

Many people who have studied the problem 
are under the impression that recording of 
coronary artery disease is one of the least 

reliable diagnoses reported on death certifi- 
cates in the United States today. It is often 
put down in cases of sudden death when the 
certifying physician has had little or no 
opportunity to make a proper diagnosis. If 
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erroneous diagnosis entirely accounts for the 
apparent association between cigarette smoking 
and this disease, then the association between 
cigarette smoking and some other disease or 
diseases is grossly under -estimated in the 
figures presented here. This is necessarily 
so because of the large number of cases in- 
volved. 

In closing, I would like to make a comment 
on the use of the mortality ratio as an index 
of association in studies of this type. 

The probability of a person dying from a 
particular disease at a particular moment 
depends upon a multiplicity of factors operating 
at various times during the entire life span of 
the individual. There are two reasons for be- 
lieving this to be true. First, there is reason 
to suppose that many causes of death are select- 
ive as to type of individual; so a high death 
rate from any one cause may alter the composition 
of the surviving population. Second, and aside 
from this, a number of factors (including suscep- 
tibility, exposure, treatment, etc.) influence 
the probability of death from any particular 
disease. At least this appears to be true of 
almost every disease so far. studied. 

Now let us assume that a particular factor 
can have an influence upon death rates from a 
particular disease. In the exposed population, 
the death rate from that disease is dependent 
not only upon that factor but upon other factors 
as well. The same is true of the unexposed 
population (provided the factor in question is 
not necessary for death from the disease). If 

this be true, then the mortality ratio for a 
particular disease and a particular factor 
depends upon the total set of conditions and 

will vary under other sets of conditions. For 
example, it is virtually certain that long ex- 
posure to a heavy concentration of uranium dust 
results in lung cancer in a very large propor- 
tion of people so exposed whether or not they 
smoke. Therefore, if a study such as Dr. Dorn's 

were to be carried out among uranium miners, 

it is virtually certain that the mortality 
ratio (smokers compared with non -smokers) 
would be far smaller than he has reporters. 

Assuming that a causal relationship 
actually exists, it seems to me that the mor- 

tality ratio is a reasonably good index of the 

contribution of a particular factor to the 
variance in death rates under a particular 
set of conditions. If the mortality ratio is 

small, it simply means that the factor con- 

tributes little to the variance under that 

set of conditions; it might make a much 
larger contribution under some other set of 
conditions. In other words, a mortality ratio 
of any size greater than 1.00 may reflect a 

causal relationship. 

Now suppose that it is unknown whether a 
causal relationship exists. A mortality ratio 
above 1.00 suggests the possibility of a 
causal relationship but it is necessary to rule 
out other possible explanations before arriv- 

ing at that conclusion. It seems to me that 

if the mortality ratio is very large, then 
it should be relatively easy, with appropriate 
studies, to determine whether some other asso- 
ciated factor or selective bias accounts for 
the relationship. This is more difficult if 
the mortality ratio is small. 

In the case of smoking and lung cancer, 
we have evidence of an extremely high mor- 
tality ratio but a relatively small absolute 
difference in death rates (cigarette smokers 
compared with non -smokers). In the case of 
coronary artery disease we have the appearance 
of a much smaller mortality ratio but a very 
large difference in death rates (cigarette 
smokers compared with non -smokers). The 
latter may be as truly a reflection of a causal 
relationship as the former. Furthermore, if 

we had more accurate informati ?n on diagnosis 
and greater knowledge of the total situation, 
we might find that in a particular segment of 
the population the mortality ratio for coronary 
artery disease (cigarette smokers compared 
with non -smokers) is as high as the mortality 
ratio for lung cancer. I do not assert that 
this is so, but considering the magnitude of 
the difference in death rates I suggest that 
it is an important field for further investi- 
gation. 
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Robert C. Hockett, Ph.D. 
Associate Scientific Director 

Tobacco Industry Research Committee 

I want to state at once and emphatically 
that I am not a statistician. Hence, I am 
not at all competent to comment upon Dr. 
Dorn's paper on the technical level of the 
professional statistician. This fact was 
pointed out to your committee at their first 
approach, and I also took the liberty of 
suggesting at least five other persons whom 
I considered far better qualified for the 
present assignment. However, since your 
Chairman was quite insistent that I should 
make this appearance, I warned him that 
comments would necessarily be those of an 
amateur and non -specialist. 

My personal orientation is essentially 
that of the experimentalist and my reflect- 
ions upon these figures that Dr. Dorn has 
presented therefore tend naturally to re- 
volve around their meaning and challenge to 
the man the laboratory. 

It is, of course, not fair and proper 
to dwell unduly upon the relatively minor 
indications of these figures where the 
small numbers of cases available for an- 
alysis reduce the reliability of the cor- 
relations. Nevertheless, there are a 
good many individual points where the 
figures seem to suggest contradictory, 
irrational or difficultly credible con- 
clusions. Dr. Dorn has called attention 
to some of these but a few others may 
perhaps be mentioned in passing. For 
example, the data seem to indicate that 
cigarette smokers, as a group, die of 
stomach cancer more often than non -smokers. 
Yet, the light smokers show a higher 
mortality from this disease than medium 
smokers, and medium smokers a higher 
mortality than heavy ones. One wonders 
whether an extrapolation of the trend line 
would indicate some level of very heavy 
cigarette smoking at which the mortality 
from stomach cancer would equal or fall 
below that for non -smokers. Data from 
other studies have already shown that the 
mortality from stomach cancer in general 
has been declining for a number of years 
during a period in which cigarette smoking 
was increasing sharply. In view of the 
fact that a great deal of the extraneous 
material inhaled into the lungs is eventually 
swept out by the flow of mucous, received 
into the mouth and swallowed, the figures 
for stomach cancer seem to present an 
anomalous picture. 

A similar situation appears to exist 
in the case of cancer of the kidney. 

Also, the higher mortality of cigar- 
ette smokers who reduced their levels of 
smoking as compared to those who continued 
at their former rates, appears anomalous, 
unless the reduction was indeed due to 
poor health as postulated. 

Another puzzling point is that so 
large a number of cigars, eight or more, 
must be smoked daily before any effect 
upon the mortality ratios is found. 

However, as I have stated, comment 
should properly be concentrated upon the 
largest and most pronounced trends and 
relationships that have been reported. 
The most remarkable observation in this 
study as well as in its predecessors is 
the great difference between cigarette 
smokers on the one hand and cigar or pipe 
smokers on the other, with respect both 
to total mortality rates and the mortality 
from a number of individual diseases. Our 
knowledge of the chemical composition of 
pipe and cigar smoke as compared to that 
of smoke from cigarettes is still quite 
inadequate for the kinds of comparisons 
that are indicated by these striking 
statistical differences among various 
types of smokers. We do know that pipe 
and cigar tobaccos tend to run higher in 
nicotine content than the usual blends 
of cigarette tobaccos.(l) It is reason- 
able to suppose that nicotine absorption 
is of the same order for pipe and cigar 
smokers as for smokers of cigarettes. 

Studies on this point are under way which 
may help in the interpretation of the 
statistical comparisons. 

Very deficient also is our present 
information on the relative biological 
activity of these several different types 
of tobacco smoke. A few studies have re- 
ported activity for cigar smoke condensates 
comparable to that of cigarette smoke 
condensates as measured by the skin reactions 
of sensitive mouse strains.(2) Comparisons 
of this kind, however, have been delayed 
and handicapped by a lack of reliable and 
particularly of rapid bio -assay methods 
sufficiently standardized to be capable of 
interpretation. A great deal of work is 
currently under way in the effort to provide 
better assay techniques for in the 
resolution of such questions.0) There is 
also a great dearth of information about 
the mechanics of smoking by users of pipes 
and cigars, as well as about the kinds of 
differences that exist among cigarette 
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smokers in their methods of smoking. The 
greatest question attaches to the problem 
of inhalation since this would presumably 
affect actual physiological dosage of 
smoke.() While it is easy to assume that 
cigarette smokers inhale more often and 
more deeply than the users of pipes and 
cigars, and to assume that inhalation 
differences account for the statistical 
differences in disease and mortality 
statistics, we actually have very little 
information on this point. 

Dr. Dorn's figures tend strongly to 
reinforce the conviction that fuller 
knowledge of the comparative chemistry of 
these several smokes, better methods of 
bio- assay, and improved knowledge of 
smoking mechanics, particularly with 
respect to smoke inhalation, may provide 
the answers to some key questions. I would 
be doubtful whether inhalation practices 
can ever be studied adequately by question- 
naire methods. Better information seems 
likely to be provided by direct mechanical 
measurements of mouth and chest movements, 
and perhaps by assay of body fluids for 
metabolites of nicotine or other smoke 
ingredients that may serve as indicators 
of the degree of overall smoke contact 
with the tissues. 

All the problems mentioned above are 
either included in the present program of 
the Scientific Advisory Board to the 
Tobacco Industry Research Committee or are 
in some stage of planning.(3) Solutions 
to these problems should provide tools 
eventually capable of showing whether the 
statistical comparisons of pipe and cigar 
smokers to cigarette smokers present a 
truly anomalous picture or whether they 
can be given a rational and coherent 
interpretation. It would not seem to me that 
further statistical observations alone 
could carry us much closer to a final 
solution. 

The question has been raised many 
times before whether and to what extent. 
the psychological and physiological make- 
up of individual persons may determine 
whether they remain non -smokers or whether 
they adopt the use of pipes, cigars or 
cigarettes. In a society where the 
opportunities and inducements to use 
these products are virtually universal, 
the determinants of use or non -use, and 
the choice of form might be expected to 
reflect prominently the family and group 
mores as well as such psycho -physiological 
factors. The latter might be expected also 
to play a role in determining the frequency 
and manner of smoking within the several 
categories of tobacco use. 

Evidence of personality differences 
among heavy smokers and non -smokers has 
been found by Heath in an analysis of 
data collected, largely by him, over a 
period of many years on a group of Harvard 
students.(5) Some indications of socio- 
logical factors in smoking patterns have 
been provided by McArthur in a further 
analysis of those data.(6) Such data 

suggest that the various patterns of 
smoking are not distributed among the 
population at random but that they tend 
to select various types from among the 
general population and thus to separate 
groups that may have differing inherent 
life and disease expectancies. Similar 
evidence of selection has been provided 
by Sir Ronald Fisher through study of 
identical and non -identical twins. He 
found that identical twins are far more 
often similar in their smoking habits 
than non -identical twins even though 
reared apart in different environments.(7) 

Further evidence along such lines has 
been published by Dr. Caroline Bedell Thomas 
from a study of the medical students at the 
Johns Hopkins University. After first 
establishing to her satisfaction that certain 
cardiovascular conditions show a familial 
tendency, she has shown that young men with 
a family history of such conditions are more 
often smokers than those lacking such a 
history.(8) Although these young men do 
not now have any disease of the heart or 
arteries, it is presumed that they constitute 
a selected group that may eventually show 
a high incidence of disease in this category. 
Of course, if that time arrives, the rela- 
tively heavy cigarette smoking of this group 
will show a correlation with the disease 
incidence. I do not suggest, naturally, 
that this relationship furnishes the 
complete explanation for the observed 
correlations. 

Dr. Dorn's data on the association of 
smoking with ulcer of the stomach and 
duodenum are especially interesting to me 
on account of the experimental studies that 
have recently been conducted in this field. 
He shows a ratio of actual to expected 
deaths from these diseases among regular 
cigarette smokers of 2.83, which reflects 
one of the relatively strong associations. 
While the etiology of ulcer cannot be said 
to be fully understood, it is widely 
considered that gastric hypersecretion and 
hyperacidity are important contributory 
factors especially since direct control of 
these conditions is often effective in 
palliation. The effects of cigarette 
smoking on gastric secretion have been 
studied rather extensively in several 
experimental studies of human subjects 
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Advisory Board.(9) In general, no 
cant differences have been found between 
the responses of persons with an ulcer 
history and those lacking such a history. 
Indeed the smoking of cigarettes by sub- 
jects in either category produced no 
significant changes in the several gastric 
functions that were measured including 
volume, density, viscosity, acidity or 
pepsinogen content of the secretions or 
gastric motility. The absence of signifi- 
cant response to nicotine absorption, 
therefore, fails to sustain any hypothesis 
that smoking contributes directly through 
physiological action to the etiology of 
ulcers. The observations tend rather to 
recall the prevalent concept that ulcer 
is an anxiety or stress disease containing 
a strong psychosomatic component. If this 

is truly the case, one wonders whether the 
statistical association of smoking and 
ulcer may not prove to be due to the fact 
that the candidates for ulcer are select- 
ively inclined to seek solace from smoking 
to a greater degree than the average 
population. 

According to Dr. Dorn's statistics, 
cirrhosis of the liver shows an even 
stronger association with cigarette and 
cigar smoking than ulcer. This is a 
disease now widely, if not generally, 
believed to be related to nutritional 
deficiency, particularly to the lack of 
nutrients providing labile methyl groups, 
in the presence of relatively high calorie 
intake. Cirrhosis has long been associa- 
ted with alcoholism and the hypothesis 
that it might be caused primarily by the 
direct action of some alcohol metabolite 
was formerly in vogue. At present the 
concensus appears to be that the con- 
sumption of alcohol has no direct causal 
relation to liver cirrhosis. The associa- 
tion is regarded to be indirect and to 
reflect the fact that alcoholics often 
neglect to consume diets adequate in 
choline and other methyl donors to balance 
the calorie content of their alcohol 
consumption. 

Since an association between heavy 
smoking and heavy alcohol consumption has 
also been reported by several investigators, 
it would appear likely that the associa- 
tion of smoking with liver cirrhosis may 
be removed by a still further step from a 
direct causal relation to this disease. 
Discussion of cirrhosis recalls the recent 
study of Trieger and his collaborators on 
cancer of the tongue.(10) In a series of 
about one hundred cases, the factors of 
malnutrition, syphilitic infection, local 
irritation, alcohol consumption and 
smoking were studied. The salient observa- 
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tion of this team was that a combination 
of three or more of these factors was found 
in a large majority of the tongue cancer 

cases. In only a small minority of cases 
was a single factor such as smoking found 
to be present alone. If tobacco use had 
been the only factor studied, this research 
would have appeared as still another in 
which an association between tobacco use 
and a disease was reported. In actuality 
the study placed some emphasis upon the 
prevalence of incipient cirrhosis as a 
factor in mouth cancer and implied that 
smoking might function as a non -specific 
minor contributing influence through local 
irritation. 

I have dwelt somewhat upon these 
several diseases because they all illustrate 
cases where the 'initial statistical associa- 
tion has received some degree of elucida- 
tion through experimental study or addition- 
al statistical data. Several of them 
illustrate the usual complexity of etio- 
logical pictures and in some the associa- 
tion with tobacco use has been shown to be 
indirect, incidental or accidental. The 
moral is that statistical association alone 
is not able to indicate whether a specific 
factor is actually a part of the causal 
complex or to distinguish between a direct 
and major factor and one that is involved 
in an indirect, incidental or accidental 
manner. The distinction will usually have 
to come, in the end, through direct 
experimental investigation that can trace 
out the etiological picture step by step. 

This brings us to the consideration of 
lung cancer, which though it accounts for 
far less mortality than the cardiovascular 
diseases, stands out as the disease which, 
according to Dr. Dorn's ratios, shows by 
far the greatest difference in incidence 
among the smokers and non -smokers of cigar- 
ettes. Nevertheless, a striking feature 
of the statistics is that the great majority 
even of the heaviest smokers do not develop 
the disease, whereas some non -smokers do. 
These facts alone appear to me to constitute 
quite incontrovertible evidence of the 
complex nature of the etiology of this 
disease. Evidently some unknown series of 
factors, either extrinsic, intrinsic, or 
both, must be combined in the proper manner 
to permit development of the condition 
designated as primary bronchogenic carcinoma. 

These several factors may be likened to 
the elevations and depressions on the key 
to a modern lock. A whole series of such 
elevations and depressions must be aligned 
in the proper order and must have the proper 
relative dimensions if the key is to turn 
in the lock. So it is with the numerous 
etiologic factors that enter into the web 
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of causation of any disease. It is un- 
likely that many of the elevations and 
depressions in the key to lung cancer 
have as yet been identified or evaluated, 
and it is certainly reasonable to suppose 
that interaction of factors is involved. 
Influences which are incapable of producing 
the disease when acting singly, may well 
do so when operating synergistically. 

There has been much rather pointless 
semantic debate over the relationship 
between statistical associations and the 
concept of causation. The practical issues, 
however, seem to to be actually rather 
clear. The universal objective is to find 
the simplest, most effective, and also 
cheapest and least disturbing method of 
interrupting the etiologic chain and 
obtaining effective prevention of lung 
cancer or reduction in incidence. 

Malaria has been associated for 
centuries with the proximity of stagnant 
water. Even when the disease was errone- 
ously considered to be "caused" by inhala- 
tion of poisonous miasma (whence the name), 
some degree of control was attained occas- 
ionally by draining a swamp or by removal 
to higher ground. It is conceivable that 
malaria might even have been eradicated 
by heroic measures along such lines, but 
this proved hardly practical. 

When the role of the female Anopheles 
mosquito was explained as a vector, more 
effective control became available through 
spraying stagnant water with oil and later 
with insecticides to kill the mosquito 
larvae. Complete understanding of the 
role played by the plasmodium paved the 
way for better chemotherapy with consequent 
reduction in the reservoir of human sources 
for infection of the mosquitoes. Still 
later, the more detailed study of mosquito 
behavior revealed their habit of alighting 
on a nearby surface for a siesta immediate- 
ly after every meal of human blood. This 
knowledge revealed the efficacy of spray- 
ing all house walls in endemic areas, with 
insecticides to destroy potentially 
infectious mosquitoes before they can leave 
the premises. This method of control 
promises to be the one which may finally 
bring the total eradication of malaria 
within the realm of practical possibility 
for the first time in 

It is obviously pointless to debate 
the relative degree to which swamps, 
mosquitoes or plasmodia should be desig- 
nated as the "causes" of malaria. The 
point is that as the total web of causa- 
tion has been elucidated step by step, 
the control measures have correspondingly 
improved progressively, in simplicity, 
practicality and efficacy. 

It is well known that pellagra was 
long ago associated with the consumption 
of corn, that is maize, as a staple food. 
For a long time debate continued as to 
whether this deficiency disease was due 
to an infection or to a poison in the grain. 
It is reported that the prevalence of 
pellagra in certain parts of France actually 
led to a ban on the_growing of maize in that 
country. This measure is reputed to have 
been successful in the sense that pellagra 
diminished or disappeared. In the light of 
present knowledge, however, the story has 
a tragic aspect, since a very valuable 
economic crop was lost to the farmers and 
a potentially valuable food was sacrificed 
on account merely of an inadequate under - 
standing of the etiology of pellagra. Now 
we know that a simple dietary supplement to 
supply niacin or tryptophane would easily 
have eradicated the disease and preserved 
the values of maize cultivation. The moral 
of these stories should be obvious. 

When the statistical relation between 
cigarette smoking and lung cancer was first 
reported, it was reasonable to assume as a 
primary working hypothesis, that some one 
or more of the various known chemical car- 
cinogens or close relatives of these might 
be present in cigarette smoke at levels of 
biological consequence. The search for such 
agents has now been continued so long in the 
bands of so many able investigators and with 
such meager results that many scientists no 
longer believe it likely that tobacco smoke 
exerts any significant effect as a direct 
or specific carcinogen for human tissues. The 
universal failure to produce lung cancers 
in animals by simple smoke inhalation 
reinforces this point of view. Many in- 
vestigators now expect to find that if 
tobacco smoke exerts any significant effect 
in the complex of cancer etiology it will 
prove to be of a non -specific, indirect, 
accidental or synergistic character in 
combination with many others. In the 
elucidation of such effects and in the 
search for a satisfactory point d'appui 
for control, the laboratory and clinic 
must certainly be primary arenas of 
activity henceforth. 

It seems to me very unfortunate that 
some of the popular magazines nevertheless 
have seen fit to publicize the "carcinogen- 
ic substance" theory so prematurely, 
vigorously and sensationally, as to create 
a strong public demand for supposedly 
remedial measures which are actually of a 
wholly uncertain efficacy. 

In my opinion, the clue hunt has only 
begun, and certainly needs to be continued 
and intensified. Through the Veterans 
Administration hospitals, the national 
health agencies have access to a relatively 



large number of lung cancer cases. I hope 

that opportunity will be found to search 
the medical and personal histories of these 
patients very exhaustively for any common 
elements that may be revealed. Dr. Walter 
Finke(12) Dr. Sheldon Sommers(13) have 
already made fruitful approaches along 
such lines. The discovery of common ele- 
ments among lung cancer victims should 
provide additional clues for test and 
verification in the clinic and laboratory 
as possible factors in the causal complex. 
Identification of such contributory factors 
may well provide a simple and effective 
method of control or prevention. 
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The Present Situation 

Discussion 

Paul Meier, University of Chicago 

up. On the other hand, I think that 
some of the questions raised about the 
interpretation of the Doll -Hill and 
Hammond -Horn studies are nontrivial. I 
don't consider the question settled 
beyond a reasonable doubt, and I would 
like to see more conclusive evidence on 
the subject, if it can be had. 

There now exist reports of a number 
of large scale studies dealing with the 
association of smoking and mortality. 
Starting with the observation that the 
reported death rate for lung cancer had 
increased markedly in recent years, Doll 
and Hill conducted a retrospective study 
which seemed to indicate a relationship 
between smoking and Cancer of the Lung. 
The special difficulties in the interpre- 
tation of the results of retrospective 
studies led Doll and Hill, and also 
Hammond and Horn, to do separate prospec- 
tive studies, and again smoking seemed to 
be implicated. 

However, serious questions were 
raised about the interpretation of these 
prospective studies also. First was the 
question of sampling technique. In the 
Hammond -Horn study the subjects were 
recruited by volunteers and the popula- 
tion sampled is difficult to define or, 
at any rate, to study. In the Doll -Hill 
study the population --all British 
physicians- -was well defined, but the 
proportion of nonrespondents was about as 
large as the proportion of nonsmokers 
and, since nothing was known about the 
nonrespondents, there appeared to be 
appreciable possibilities for biased 
selection here also. 

Second was the question of possible 
biases and inaccuracies in responses to 
the mailed questionnaire and in the 
diagnoses of cause of death. 

Third, as Berkson has emphasized, 
the results of both prospective studies 
seemed to indicate that only a minor por- 
tion of the increase in death rate among 
smokers is attributed to lung cancer. It 
seems that almost all causes of death 
have elevated rates, and almost two - 
thirds of the increase is attributed to 
coronary artery disease, rather than to 
lung cancer. Berkson suggests that this 
phenomenon might be taken as evidence 
that there is something fishy in the 
methodology or, at least, that the effect 
of smoking is a general one and not spe- 
cifically that of a cancer producer. 
Others, on the contrary, see no incompat- 
ibility between the general and the car- 
cinogenic effect. In any event, however, 
we do seem to be getting more than we had 
originally bargained for. 

At this point it may be well to 
expose my own prejudices. I suspect that 
smoking really is bad for one's health, 
and that people not already slaves to the 
habit ought to be advised not to take it 

The Problem 

Now it seems to me that we can 
profitably divide the problem of inter- 
pretation into two parts. 

First, is the association between 
smoking and mortality (lung cancer and 
over -all) found in the study populations 
simply a sampling artifact due to non- 
random selection? 

Second, supposing that the observed 
association in the sample from the study 
population is not a sampling artifact, 
does it indicate causation? It might be, 
for example, that factory workers are 
subject to industrial hazards which cause 
cancer and other illnesses and, at the 
same time, but for quite independent 
reasons, they tend to be heavy smokers. 
A population consisting of factory work- 
ers and others might then show an associ- 
ation between smoking and mortality which 
does not represent causation. Indeed, 
R. A. Fisher urges us not to overlook the 
possibility that cancer "causes" smoking, 
in the sense that people in the early and 
possibly unrecognized stages of their 
illness might seek the mild narcotic 
effect produced by smoking. Finally, so 
far as lung cancer alone is concerned, by 
now one may have serious doubts about the 
independence of a lung cancer diagnosis 
from smoking history. A lung cancer 
occurring in a smoker may have an appre- 
ciably better chance of being diagnosed 
than one occurring in a nonsmoker. 

Contribution of the V.A. Study 

So far as the sampling problem is 
concerned, the V.A. study population has 
some outstanding advantages over the pop- 
ulations investigated in the previous 
prospective studies. The population is 
capable of precise definition, and many 
characteristics are ascertainable for it 
without having to contact each individual. 
Furthermore, the mechanism for learning 
about the event of death seems almost 
foolproof and, although the nonrespon- 
dents have unknown smoking histories, 
their deaths are as well followed up as 
are those of the respondents. If the 
advantages conferred by use of this 



population are fully exploited, our con- 
fidence in the assertion that the associ- 
ation between smoking and mortality is 
not purely a sampling artifact may be 
greatly strengthened. 

In some other respects, however, 
although the findings in this study agree 
well with those of Hammond and Horn, the 
interpretation of them seems open to much 
the same kind of question. The smoking 
histories were obtained by mailed ques- 
tionnaire and, although the physician 
signing the death certificate was queried, 
the possibility that a diagnosis of lung 
cancer may have been directly influenced 
by the smoking history still remains. 
Furthermore, since the group as a whole 
was of higher socio- economic status and 
had a much more favorable survival expe- 
rience than does the white male popula- 
tion generally, one may wonder whether 
the smokers are not economically worse 
off than the nonsmokers and have a 
higher mortality for reasons not related 
to smoking. 

For the V.A. population it seems 
possible to settle the question of 
whether smokers do or do not have a 
higher over -all death rate than non- 
smokers. Whether this is true for lung 
cancer as a specific cause is a separate 
question, and a different type of study 
might be helpful in resolving it. There 
seems to be a tendency at present in 
favor of large studies which depend on 
mailed questionnaires and routinely 
reported deaths. 'However, the effects 
of smoking appear to be so large that 
they should be distinguishable in a much 
smaller study in which smoking histories 
could be taken by trained interviewers, 
and subjects might be closely followed 
in the hope of getting more definitive 
diagnoses of cause of death. 

Some Further Comments 

on Dr. Dornts Report 

The study reported here represents a 
substantial addition to our knowledge of 
the association of smoking and mortality 
and was well worth the considerable ef- 
fort required to carry it out. For this 
we are much indebted to Dr. Dorn and his 
colleagues. There are, however, some 
points which Dr. Dornts paper does not 
cover and which I hope he will take up in 
his final report. 

a) I'm not quite clear on just why 
he chose to define the study population 
as he did. I infer that the population 
consists of all subjects with government 
insurance, excluding certain categories, 
who were alive or for whom no claim had 
been filed by January 1, 1954. Those who 
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died in the mailing period, January to 
June, were carried as nonrespondents. 
Would it not be more useful to deal with 
the population surviving at some date 
after the mailing had been completed? 

b) I see that the number of non - 
respondents is not negligible --it is 
about twice the number of nonsmokers. 
However, although medical information was 
obtained for them and, I imagine, their 
ages were known, they are not carried 
through the analysis as an additional 
smoking category. Their average death 
rate, even in the last year, is higher 
than that of all smokers. This indicates 
a bias of some kind -- perhaps only that 
the nonrespondents are somewhat older- - 
but this is a point that I should like to 
see discussed. 

I hope that we may expect to see 
many more detailed tables of death rates 
in which the reader himself may hunt for 
interesting leads, and that we will find 
a greatly expanded discussion of the pos- 
sible or probable magnitude of the inac- 
curacy and bias which may be present. 

I realize that there is no end to 
the tabulations and discussion which a 
curious reader might demand, but I do 
hope that Dr. Dorn will go further than 
he has in meeting this demand. 

In closing let me again congratulate 
Dr. Dorn for having conceived and carried 
out this extremely valuable study. 
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THE SOCIAL EFFECTS OF TRANQUILIZING DRUGS 

By: Dean J. Clyde, National 

With the introduction of tranquilizing 
drugs a few years ago, we entered a new era in 
the chemical modification of human behavior. 

course, the venerable tranquilizer alcohol 
had been known for a long time, but it pos- 
sessed many disadvantages and had not been 
found useful for treating severe mental illness. 
The most dramatic effects of the new drugs were 
seen in social behavior: patients who were 
emotionally disturbed and combative calmed down 
and it was possible for others to associate with 
them as human beings again. 

Medical scientists were puzzled as to how 
to evaluate these new drugs objectively. 
Traditional measuring techniques employed in 
pharmacology and medicine did not adequately 
embrace the changes seen as a result of tran- 
quilizers. Some psychological techniques 
seemed closer to the mark, but even they had 
been designed for other purposes and when they 
were tried in drug studies often proved un- 
informative. 

Many scientists felt that new techniques 
were needed for measuring the effects of drugs 
on mood and social behavior. We wished to 
study the effects of the drugs from the view- 
point of the psychiatric patient and his 
family, as well as from the viewpoint of 
physicians, nurses, and other professional 
observers. 

In order to pinpoint a drug's specific 
effects on social behavior, a new and simple 
rating procedure has been developed at the 
National Institute of Mental Health. It can 
be utilized by untrained subjects of no more 
than average intelligence, as well as by 
professionally- trained experts. The de- 
scriptive terms have been aimed squarely at 
the changes in mood and social behavior which 
were apparently being produced by the new 
tranquilizers and stimulants. 

The rating procedure consists of a deck 
of specially- printed, prepunched cards. 
Each card has on it an adjective which may be 
relevant to drug effects. For example, some 
of the adjectives are "friendly," "impulsive," 
"suspicious," and "amused." The person making 
the rating sorts these cards into four piles 
to show to what extent they are descriptive 
of the patient. The patient may sort the 
cards himself, a member of the family may sort 
them to describe the patient, or a professional 
observer may sort the cards to describe the 
patient's behavior. 

After a deck of cards is sorted, it is 
picked up and fed directly into a computer 
which summarizes the results. No laborious 
hand tabulations are necessary. The computer 
punches numerical scores for various aspects 
of mood and behavior, compares the observations 
of different raters to see if they agree, and 

Institute of Mental Health 

shows differences before and after a drug. 

Eight investigators throughout the country 
are now using the new rating procedure and 
sending the decks of cards back to us so that 
their results may be compared. Each investi- 
gator is studying not only a group of subjects 
on a new drug, but also one or more control 
groups at the same time. This of course makes 
it possible for us to tell whether a new drug 
is having an effect over and above those changes 
which maybe produced by the passage of time, 
by the suggestive effects of taking a pill, 
and what not. 

The new rating procedure is already proving 
to be sensitive to rather subtle drug effects. 
Let me cite two examples. Each of these 
investigators will be publishing his results 
in full. 

Dr. Leon J. Warshaw is the director of a 
large employee health service in New York. He 
asked a number of office workers in his company 
if they would like to participate in an 
experiment, and almost without exception they 
agreed. He assured them that only standard 
drugs would be used in small, safe doses. Each 
of the subjects sorted a deck of our cards 
before and two hours after swallowing an 
unidentified pill. One of the pills was 
meprobamate, otherwise known as Miltown or 
Equanil, and another was an inert placebo 
which should have no discernible effect on 
behavior. 

We picked out two extremes among his 
subjects, based upon their self - ratings before 
they took the drug. One group was very jittery 
and tense at the beginning of the experiment, 
and the other group was unusually calm and 
relaxed. When we scrutinized the data from the 
tense group, we found that their ratings showed 
a slight, but statistically- significant, 
difference between the meprobamate and the 
placebo. After taking meprobamate, they said 
they felt less sluggish and more amused. The 
group which was calm at the beginning of the 
experiment felt no difference between the drug 
and the placebo. 

These findings of Dr. Warshaw's may well 
mean that in evaluating new psychiatric drugs, 
we must be careful to try them on people who 
need them. Giving a tranquilizer to a 
perfectly healthy, relaxed person may not 
yield a fair indication of its effectiveness 
for someone else. 

Another investigator who is trying our 
new rating scale is Alberto DiMascio at the 
Massachusetts Mental Health Center in Boston. 

He gave a number of drugs to medical 
students who volunteered for an experiment. 
In addition to our deck of cards, they 



described their reactions by means of other rat- 
ing techniques, and a psychiatrist also observed 
them and rated them on a check list. DiMascio 
gave the drugs at two dosage levels, a low and 
a high. All of the rating techniques differ- 
entiated between the drugs and the placebo at 
the high dose, but only the ratings made by 
the subjects with our deck of cards differ- 
entiated at the low dose. DiMascio concluded 
that the deck of cards was more sensitive to 
small changes than the other rating procedures. 

We are hoping that it has became possible 

to describe the effects of tranquilizers 

objectively, and that we will be better able 

to assess their uses and limitations. 
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COMMUNITY ADJUSTMENT OF FORMER MENTAL PATIENTS AND NEEDED 
STEPS FOR THEIR ASSISTANCE 

By: Else B. Kris, M. D. 

New York State Department of Mental Hygiene 

During the past fifty years, different ther- 
apeutic approaches in the field of psychiatry 
have been advoated sporadically. However, it is 

only recently that the psychiatric profession at 
large became alert to new concepts in the areas 
of intra- and extramural psychiatric treatment 
and the profession at large became aware of the 
vast psychosociological responses evoked byoour 
new therapeutic measures. The entire concept of 
aftercare and follow -up, although known for 
sometime, has only recently begun to receive 
greater attention. This all started when new 
pharmacological compounds, generally known as 
tranquilizing drugs, were found to be effec- 
tive in the treatment of psychotic patients. 
It is true that chemical agents have been used 
before in the care of mental patients, but it 

has to be stressed that never before has any 
drug been used on such overwhelming numbers of 
individuals. Dr. Paul H. Hoch, New York State 
Commissioner of Mental Hygiene, recently stated 
that today some 40,000 of the State's mental 
hospital patients, or 45% of the total mental 
hospital population, are receiving drug therapy 
as compared to other treatment. As a result, 
large numbers of patients have been released 
from our mental hospitals and returned to their 
communities. Since July 1, 1955 when it reached 
the peak of an ever -ascending spiral, the popu- 
lation of the New York State Mental Hospitals 
has dropped by some 3,500 patients. This reduc- 
tion in population was achieved in the face of 
rising admissions and in spite of an economic 
recession, the latter factor being known to 
generally bring about an increase in the state 
hospital population. 

The use of these new drugs has resulted, not 

only in a significant increase of discharges, but 
in a tremendous lessening of disturbed behavior 
in all psychiatric hospital wards where these 
drugs are used. There was no outstanding in- 
crease of either personnel, time, or in the ex- 
penditure of fiscal money appropriated. The 
only appreciable change was in the fact that 
during 1955 -56, 30,000 patients, and lately, as 

was mentioned before, 40,000 patients received 
drug therapy in New York State alone, an in- 
crease large enough to produce a material effect 
or release, if the treatment is therapeutically 
active. 

It is interesting to note that the highest 
discharge rate from our mental hospitals came 
from those categories of patients who received 
the most intensive drug therapy. It is also 
noteworthy that the greatest improvement in rate 
of dishharges occurred among patients with a 
long hospital residence, and was less among the 
newly admitted cases. It was found that during 
the past four years the state hospital popula- 
tion in New York State decreased by a total of 

3 to 49900 patients, instead of an expected in- 
crease of about 8,000 patients. 

The question has been posed, why this form 
of therapy has had this result? There are pos- 

sibly a number of reasons why this was possible, 
but one of the most outstanding reasons seems to 
be that for the first time an agent became avail- 

able which could easily provide continued treat- 
ment for a prolonged period of time, on a main- 
tenance basis, thus making it possible for 

patients to be kept on a level of satisfactory 
mental functioning for a prlonged period of 
time. This is due to the fact that for the first 

time therapy can be carried out outside of the 
hospital by just administering medication, 
whereas before, complicated forms of therapy, 

such as, electroshock, were necessary in order 
to maintain a certain level of mental function- 

ing. Also, for the first time, we were able to 
come near our therapeutic goal; that is, to 
achieve for our patients optimal psychological, 
social, and vocational capacities in the com- 

munity. 

There is another factor of importance to be 
added here. While before the advent of our 

modern drugs, the return rate of patients, who 
after release from the hospital required re- 
newed hospitalization, amounted to about 33 to 
35 %, it now, for the first time, became pos- 

sible to keep this return rate down to between 

10 and 20%. However, for the first time, also, 

the assistance of the general practitioner has 
become imperative, because extensive drug 

therapy requires supervision, and this fre- 

quently can only be provided by the general 
practitioner. 

In considering the needs for continued care 
of the former mental patient in the community, 

several outstanding questions are generally 
asked: 

1. Which patients do require maintenance 
therapy? After several years of investigation, 
it can now be stated that most all chronic 
patients, that is, those who have had extensive 
hospitalization, or several hospital admissions, 

must be kept on maintenance therapy, if recur- 
rence of symptoms are to be prevented. Some 
cases, however, although of a more acute nature, 
do require maintenance therapy, if the stress 
situations in the environment are considerable. 
It appears, for instance, that the excitement of 
coming home and adjusting to the outside world 
if better tolerated if maintenance therapy is 
given for at least the first few weeks, after 
which it can be again discontinued. 

2. How long should maintenance therapy be 
continued? Chronic cases seem to require infinite 



continuation of maintenance therapy. If such 
therapy, however, is started in order to bridge 
the period of readjustment, this can be safely 
discontinued after the patient is comfortable 
and establishes a new routine of life. Occa- 
sionally, when a patient starts employment and 
the tension interfers with his sleep, mainte- 
nance therapy over the first few weeks has 
proved to be helpful in assistaing the individ- 
ual in work adjustment. 

3. How high should maintenance dosage of 
the mostly used drugs be? Generally, most of our 
patients released from mental hospitals are given 
information regarding the type of drug used effec- 
tively inside the hospital, as well as the amount 
required, so that they can pass this information 
on to their family doctor, and, not infrequently, 
the family physician is contacted directly by the 
hospital doctor prior to the patients' release. 
These recommendations usually cover existing 
needs to maintain the level of- mental improve- 
ment achieved inside the hospital prior to pa- 
tients' release. If, however, symptoms, such as 
anxiety, insomnia, hallucinations, delusions, or 
vague somatic complaints appear, the dosage has 
to be increased for several weeks With the dis- 
appearance of symptoms, the dose can be lowered 
again to the previous amount. In this way, it 

has been possible to control cases of impending 
serious relapse. A single daily dose at bedtime 
seems in the majority of cases to maintain the 
leveloof improvement without causing drowsiness 
that might interfere with work. But it appears 
imperative for these patients to be under regu- 
lar observation of a psychiatrist or a general 
practitioner for control of dosage and of pos- 
sible complications, and in order to vary the 
dosage according to individual needs. Another 
important reason for seeing these patients at 
regular intervals, is the need to determine 
whether the drug is actually being taken. Some- 
times, patients coming to the office show con- 
siderable irritability and tension, and, upon 
questioning, it will be noted that these pa- 
tients have not taken their medication for 
several days. Moreover, stress situations re- 
quiring change of dosage can be discovered only 
if these patients are seen frequently enough. 

4. Another question frequently posed is: 

What is the incidents of complications? The 
question of greatest concern, particularly in 
connection with the aftercare of mental patients 
requiring maintenance therapy outside of the 
hospital, centered aroudn this possibility of 
complications resulting from prolonged drug 
administration. Thus far, however, it seems that 
there are far less untoward side effects caused 
by any of these phenothiazine derivatives, even 
when taken for a prolonged period of time, than 
might have been anticipated The only side ef- 
fects observed on a large number of patients 
kept on maintenance therapy in the community 
over a period of years were: mild skin rashes, 
constipation, and occasionally, drowsiness. 

It should be mentioned here, that generally 
the literature on psychiatric complications 
arising during pregnancy and childbirth reveals 

77 

that almost all authors agree that rapid and 
dramatic changes in the course of normal life 

processes frequently are accompanied by emo- 
tional reverberations. Thus, many authors con- 
sidered pregnancy and childbirth to be immediate 
precipitants of schizophrenic reaction types. 

There seems to be general agreement that persons 
with a history of earlier emotional and per- 
sonality disorders are liable to become overtly 

psychotic in reaction to the stress of child 
bearing and childbirth. In my own study, I have 
had the opportunity to observe twenty -four 
women who had been hospitalized between two and 
ten years, how, after returning to the commu- 
nity, became pregnant again. They went through 
pregnancy, childbirth, and the post -delivery 
period on maintenance therapy withone of the 

psychopharmacological compounds. As a result, 
the relapse of the mothers into a psychotic 
condition, was prevented, and, up -to -date, these 
women continue to function successfully in the 
community and are able to take care of their 
infants. These infants, up-to -date, have shown 
no ill effects and are developing normally. The 

oldest of these children are now about two and 
one -half years old. In this group, only two 
women who had refused to continue with drug 
therapy, relapsed at the end of their pregnancy 
and had to be returned to the hospital. 

It actually can be stated now that the 
greatest problem encountered in this form of 
therapy lies not in any ill effects of such 
therapy, but in the fact that the patients 
themselves are frequently reluctant to continue 
with drug therapy. To overcome this, better 
indoctrination of families, as well as of the 
patients themselves, is absolutely necessary. 

In addition to these factors, we have to 
consider what returning our patients to the 
community really means psychologically and 
socially. One cannot disregard the fact that, 

frequently, families show a great deal of 
anxieity when faced with the necessity of ac- 
cepting relatives back into their circles 
sometimes after years of separation which that 
member had spent in a mental hospitall One has 
to consider that institutionalization does ef- 

fect an individual's habits, and that these 
habits and modes of life, at times, are difficult 

to be tolereated by the environment. It thus will 
frequently be important for the family physician 
to discuss existing problems with all members 
of the family, as well as with the patient, and 
to attempt to assist the in straightening out 

such existing problems. 

Among other factors, for instance, families 

frequently wonder why the patients returned home 
cannot start working immediately. Although they 
are willing to admit that after any physical 
illness an individual requires some time for 

recuperation and readjustment, they are unwilling 

to allow the same thing after prolonged hospitali- 
zation for reasons of mental illness. Others, 

again, are rather over - protective, interfering 

with the patients' attempts to do things on 
their own; to work, to start any kind of social 
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life, frequently being afraid of what neighbors 
might think or say. 

In the unfolding of a special study of the 
social factors involved in the general rehabili- 
tation of mental patients, it became apparent 
that a greater number of individuals, about 32%, 
were able to find gainful employment on their own 
initiative than had been anticipated. These 
findings are particularly interesting, as many of 
the patients in this group were hospitalized from 
over two to thirteen years. While, presently, a 
number of patients are unemployed, only about 10% 
are considered not employable at all. About 47% 
need some form of vocational rehabilitation, 
either to learn new skills, to brush up on old 
skills, or to develop work tolerance. 

While several of the men and women returned 
to their former jobs, others found employment 
through contacting private or public agencies; 
others, through contacts of one or the other 
member of the family, or through the daily news- 
papers. While the employers of those patients 
who returned to their former jobs knew about 
their employee's former illness, most of the 
other patients withhelf this information after 
having had experienced on two to three occasions 
when applying for a job, that they were not 
hired after having told the truth. When asked 
about recent employment thereafter, these pa- 
tients stated that they had been physically ill 
for some time, or gave some other personal reason 
for their recent period of unemployment. 

In a group of three hundred and fifty pa- 
tients under observation for the past three 
years, 65% of the men and women gainfully 
employed, required maintenance pharmacotherapy. 
In none of the cases did this interfere with 
their work capacity or work performance, nor was 
their any accident proneness observed. But it 
was noticed, that when these patients were ex- 
posed to too much pressure on the job, symptoms 
were quickly reactivated; they disappeared as 
soon as pressure eased off. 

Several patients were able to learn new 
skills and to go through some type of formal 
education, as for instance, working toward a high 
school diploma. Pharmacotherapy did not inter- 
fere with these undertakings. 

In the majority of cases, a single dose of 
any of the tranquilizing drugs given at bedtime, 
was all they needed to help maintain these pa- 
tients' functioning in their community. 

In concluding, it can be stated, that new 
psychopharmacological compounds are of great value 
in helping to maintain former hospitalized mental 
patients in the community. No drug, however, can 
change the social and economic pressures which 
prove to be the underlying cause of many of the 
relapses encountered. Our new drugs can help 
insulate the former mental patient from the 
stresses caused by ignorance and prejudice, but 
the stresses are still there, and every attempt 
possible should be made to gain better knowledge 
about their nature and to find means by which they 
can be eliminated, or, at least alleviated. 

To achieve this, we will have to provide suf- 
ficient extra -mural services, making available for 
these patients all forms of psychatric treatment. 

Some of the other existing needs which be- 
came apparent are: 

.1. Better education of employers and the 
public in general to counteract the still exist- 
ing prejudices. 

2. More sheltered workshop facilities where 
patients could develop work tolerance, as well as 
be provided with the opportunity to refresh pre- 
vious skills. 

3. Supervised residences of the boarding 
house type for patients who have neither a 
family, or where realignment of the family circle 
has proven to provide unfavorable circumstances 
for the returning patient. 

4. More and better organized family care 
programs, particularly for younger patients. 

5. Social clubs of the A.A. type for these 
patients to counteract the so frequently existing 
isolation. 

6. Community clinics to provide, where nec- 
essary, supervision of pharmacotherapy, and par- 
ticularly, to provide the so frequently needed 
supportive psychotherapy. 

In taking these needs into consideration, we 
will be better able to achieve the goal we are 
striving for- that is, full social, economic and 
vocational rehabilitation of our mental patients 
returned to the community. 



WHAT THE TRANQUILIZING DRUGS ARE DOING TO THE POPULATION IN MENTAL HOSPITALS 

By: Robert E. Patton, New York State Department'of Mental Hygiene 

For fifty years the trend of the patient pop- 
ulation in the New York State Mental ,Hospitals 
had been steadily upward. There was a slight 
drop during the height of World War II, but the 
rising trend quickly made up for the momentary 
hesitation. Then after this almost perfectly 
steady increase lasting for decades, in July 1955 
something happened. The trend reversed. The pop- 
ulation in the hospitals started-to go To- 
day, three and one -half years later, the trend is 
still downward. It has been as steadily downward 
in the last three and a half years as it was 
steadily upward in the preceding fifty years. 
What caused this shift? Can we on the basis of 
statistical data assign a cause to this dramatic 
and long hoped for effect? 

The patient population in a mental hospital 
is the net balance resulting from patients enter- 
ing and patients leaving. It is a function prima- 
rily of how long patients stay in the hospital. 
In any analysis of a change in mental hospital 
population it is necessary to look first at each 
factor which affects the size of the population 
and see how it has changed. The major factors 
are: first, number of patients admitted; second, 
number of patients dying; third, number of pa- 
tients released alive and; fourth, number of re- 
leased patients returning to the hospital. If 
the change in patient population can be shown to 
be the result of a single one of these four fac- 
tors then the search for a cause can be quickly 
narrowed to the things which can affect that 
factor. 

Let us look first at the number of patients 
admitted. Over the years the number of admis- 
sions has been steadily increasing. Since 1910 

Table 
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the number of admissions per year to the New York 
State Mental Hospitals has increased from 7,066 
to a high of 23,286 in 1958. From 1950 to 1957 
the number remained relatively stationary fluctu- 
ating between 20,140 and 21,828. Hence we may 
say quite categorically that the decrease in res- 
ident patients did not occur as the result of a 
decrease in the number of patients admitted to 
the hospitals. This does not rule out the posai- 
bility that there might have been changes in the 
characteristics of the patients admitted which 
could have some effect on their length of stay, 
but it does mean that the changes which occurred 
did happen to patients who did enter the hospitals. 
Hospital data should therefore be able to shed 
light on the nature of these changes. 

In regard to the possibility that the char- 
acteristics of the patients admitted have changed, 
we will discuss this in regard to age and diagno- 
sis groups a little later. The other important 
characteristic of admissions affecting release is 
the legal type of admission. In 1955, 74% of the 
admissions were court certifications. In 1958 
only 58% were court certifications. The biggest 
increase occurred in admissions by Physicians 
Certificate which increased from 1 to 11 per cent. 
This method of admission is used primarily for 
elderly patients who do not object to hospitali- 
zation and whose families desire it. These pa- 
tients would previously have been court certified. 
This shift should have no effect on releases. The 
other type of admission that increased was the 
voluntary certificate. The per cent of patients 
admitted on this form increased from 7 to 15 per 
cent. This increase may have had some effect on 
releases. In absolute numbers the increase was 
from 1,534 to 3,372 over the four year period. 

1 

Selected Statistics of Patients in New York Civil State Mental Hospitals 

Resident 
Fiscal Year Patients Admissions Deaths 
Ending in End of 

Year 
1958 91,191 23,286 9,421 
1957 92,409 21,828 8,555 
1956 92,862 21,454 8,345 
1955 93,314 21,459 8,078 
1954 90,893 21,577 8,056 
1953 88,868 21,309 8,120 
1952 86,298 20,140 7,680 
1951 84,608 20,420 7,629 
1950 82,906 20,903 7,432 

1945 72,700 16,502 6,779 
1940 71,160 16,614 5,959 
1935 59,828 14,540 5,164 
1930 47,330 11,504 4,195 
1925 40,281 9,436 3,726 
1920 35,848 8,511 3,679 
1915 33,155 7,934 3,036 
1910 30,44.5 7,066 2,536 
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Table 2 

Selected Statistics on Movement of Patients 

New York Civil State Mental Hospitals by Age Group 

Fiscal Year Resident Returns Net 

Ending Patients Admissions Deaths Releases* from Releases 
March 31 End of Alive Convalescent Alive 

Year Care 

All Patients 
1958 91,191 23,286 9,421 19,334 5,120 14,214 
1957 92,409 21,828 8,555 18,011 4,896 13,115 
1956 92,862 21,454 8,345 17,060 4,280 12,780 
1955 93,314 21,459 8,078 14,362 3,968 10,394 

Patients Less Than 65 Years of Age 
1958 62,049 16,334 1,892 17,591 4,664 12,927 
1957 63,299 15,124 1,686 16,373 4,404 11,969 
1956 64,211 14,646 1,757 15,530 3,809 11,721 
1955 65,703 14,847 1,758 13,040 3,534 9,506 

Patients 65 Years of Age and Older 
1958 29,142 6,952 7,529 1,743 456 1,287 
1957 29,110 6,704 6,869 1,638 492 1,146 
1956 28,651 6,808 6,588 1,530 471 1,059 
1955 27,611 6,612 6,320 1,322 434 888 

*Direct discharges plus placements on convalescent care. 

Many of these would have been court certified if 
attitudes and policies had not changed. It doesn't 
seem reasonable to expect that a change in legal 
status from court certification to voluntary would 
cause an earlier release in all cases. It might 
in some cases. In others it might work the other 
way. All in all changes in legal status are not 
large enough to be a conclusive cause of the 
change. 

Next let us look at the number of patients 
dying in the state, hospitals. This number has 
also increased over the years. It has increased 
from 2,536 in 1910 to 9,421in 1958. The ratio of 

deaths to admissions has stayed remarkably con- 
stant over these years. It has only varied from 

36 to 43 per hundred over this 48 year period. 
This is a meaningful relationship since many 
deaths occur among elderly patients shortly after 
their admission. Since deaths have increased we 
must admit that they have played a factor in the 
decrease in resident patients. This is probably 
best put as a negative factor. If deaths had not 
increased there would have been a smaller decrease 
in resident patients. 

We will have to examine this increase in 
deaths in more detail to see how it has affected 
the resident population in the last 4 years. Per- 

haps the first thing is to examine the age distri- 
bution of the deaths that have occurred. The 
increase in the number of deaths has occurred in 
the 65 years of age and older group. Interestingly 
enough the decrease in the resident patient popu- 
lation has occurred in the less than 65 years of 
age group. The decrease in this age group cannot 
be attributed to excess deaths. If the deaths in 
the over 65 group had not increased it would only 
have meant a larger increase in the number of 

patients 65 years of age and older. We can then 
conclude that the increase in deaths is not the 
factor in the decrease in resident patients less 
than 65 years of age. 

The third factor to look at is the change in 
the number of patients released alive. Both the 
psychiatric condition of the patient and legal 
considerations affect releases from mental hospi- 
tals. There are several ways patients may be 
released. Patients may be completely discharged 
directly from the hospital. More commonly pa- 
tients are released from the hospital on convales- 
cent care status. This status allows them to 
return if necessary to the hospital with no diffi- 
culty during the period of convalescence. If, 

however, the patient adjusts satisfactorily out- 
side the institution, he is then discharged. 

We will call the sum of the releases by these 
two principal methods(direct discharges and place- 
ments on convalescent care) releases alive. The 
figures for releases alive in the last four years 
show an amazing increase from 1955 to 1958. The 
number of releases alive has increased from 14,362 
to 19,334. This is an increase of almost 5,000 in 
the annual number of patients released alive in 
four years. Over 4,500 of this increase is in the 
less than 65 years of age group. This then would 
seem to be the factor that caused the decrease in 
the resident patients. However, before we con- 
clude that an increase in releases alive was the 
principal cause of the drop in population, we must 
look at the fourth factor, returns to the hospital 
If these additional released patients returned to 
the hospital almost immediately, then they could 
not be the cause of the population decrease. 

From 1955 to 1958 the number of patients 



returned from convalescent care did increase. In 
1955 there were 3,968 such returns and in 1958 
there were 5,120. This is an increase of about 
1,150,. Since there was an increase of 5,000 in 
releases alive over this same period, then the 
net increase in releases alive is really about 
3,800. On the basis of these data, I think we 
can conclude that the decrease in resident pa- 
tients was due primarily to an increase in pa- 
tients released alive. 

We now can get to the major point of interest 
in this paper. What factors are associated with 
this increase in releases? If the use of tran- 
quilizing drugs is one of these factors, how 
important is it? 

In Table 3 the distribution of releases alive 
by age group for each of the last four years is 
shown. These data show that the increase in re- 
leases alive has occurred among all age groups in 
a rather steady pattern over the four years. Ex- 
pressed on a rate basis as the number per 100 
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patienta under treatment the same steady pattern 
of increase appears. When put in index number 
form using the 1955 age specific release rates as 
bases we can sée that the release index for all 
ages reached 130 in 1958. At the same time the 
indices for the age groups from 15 to 54 had in- 

creased even more. The youngest age group (leas 

than 15) and the age groups above 54 had increased 
less. The greatest increases have occurred in the 
age groups from 15 to 54 years. 

Now let us look at these same releases alive 
distributed by diagnostic category in Table 4. The 
releases alive of schizophrenic patients increased 
from 6,427 in 1955 to 8,970 in 1958. On a rate 
basis this represents an increase from 10.7 per 
hundred under treatment to 15.0. For patienta 
with alcoholic psychoses the rate increased from 
29.6 to 31.6. For patients with senile psychoses 
or psychoses with cerebral arteriosclerosis the 
rate increased from 4.7 in 1955 to 5.3 in 1958. 
For patienta with all other diagnoses the rate of 
releases alive increased from 20.6 to 26.1 in the 

Table 3 

Releases Alive* from New York Civil State Mental Hospitals by Age 

Age Group 
Fiscal Year Ending March 31 

1958 1957 1956 1955 

Total 

Less than 15 
15-24 
25 -34 
35 -44 
45 -54 
55 -64 
65 -74 
75 and over 

19,334 

353 

2,246 
4,298 
4,521 
3,773 
2,400 
1,281 
462 

18,011 

250 
2,009 
4,036 
4,238 
3,494 
2,346 
1,187 
451 

17,060 

220 
1,938 
3,936 
3,991 
3,327 
2,118 
1,108 

422 

14,362 

130 
1,705 
3,293 
3,318 
2,748 
1,847 

957 
364 

Release Rates (per 100 under treatment) 

Total 16.7 15.7 14.9 12.8 

Less than 15 23.5 21.2 24.4 18.9 
15 -24 44.4 43.0 41.0. 31.9 
25 -34 36.4 33.5 31.4 24.3 
35 -44 26.3 24.2 21.8 17.7 
45 -54 17.4 16.1 15.0 12.9 
55-64 10.7 10.6 9.7 8.9 
65 -74 6.4 6.1 5.8 5.4 
75 and over 2.9 2.8 2.8 2.6 

Index Number (1955 Base) 

Total 130 123 116 100 

Less than 15 124 112 129 100 
15 -24 139 135 129 100 
25 -34 150 138 129 100 
35 -44 149 137 123 100 
45-54 135 125 116 
55-64 120 119 109 100 
65 -74 119 113 107 100 
75 and over 112 108 108 100 

*Direct discharges plus placements on convalescent care. 
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Table 4 

Releases Alive* New York Civil State Mental Hospitals by 

Diagnosis Group 

Diagnosis Group 
Fiscal Year Ending March 31 

1958 1957 1956 1955 

Total 19,334 18,011 17,060 14,362 

Schizophrenia 8,970 8,478 7,863 6,427 
Alcoholic Psychoses 1,747 1,643 1,561 1,456 
CASSP/ 1,164 1,096 1,052 970 
All Other 7,453 6,794 6,584 5,509 

Release Rates (per 100 under treatment) 

Total 16.7 15.7 14.9 12.8 

Schizophrenia 15.0" 14.2 13.0 10.7 
Alcoholic Psychoses 31.6 31.3 30.4 29.6 
CASSP/ 5.3 5.1 4.9 4.7 
All Other 26.1 24.3 23.6 20.6 

Index Number (1955 Base) 

Total 130 123 116 100 

Schizophrenia 140 133 121 100 
Alcoholic Psychoses 107 106 103 100 
CASSP/ 113 109 104 100 
All Other 127 118 115 100 

*Direct discharges plus placements on convalescent care. 
/Psychosis with cerebral arteriosclerosis plus senile psychoses. 

same period. 

On an index number base we see that the 
,greatest improvement, from 100 to 140 occurred in 
the schizophrenic group. The smallest improve- 
ments occurred among the patients with alcoholic 
psychoses and with the psychoses associated with 
old age. 

Can we conclude anything from these improve- 
ments in the rate of release alive? We must first 
recognize that there has been some improvement in 
all age groups and in all major diagnosis groups. 
The improvement has been general. It has in- 
creased most in the relatively young age groupa 
and in the schizophrenic group, but it has af- 
fected all classes of patients. The cause or 
causes therefore must be general. They must 
affect all groups of patients. What things have 
occurred in the hospitals which meet these 
criteria? To the best of knowledge there have 
been three major developments within the New York 
State Mental Hospital system that could be possi- 
ble causes of the observed changes. They are all 
interrelated and it is very difficult to separate 
them neatly. They ares first, the introduction 
of the tranquilizing drugs; second, the intensive 
treatment program; and third, the open hospital 
policy. 

Experimentation with the tranquilizing drugs 
began in the New York.$tate Mental Hospitals in 

1953. In February 1955 after a six months large 
scale trial, general use of tranquilizing drugs 
began. On March 31, 1955, 7,000 patients were on 
tranquilizing drugs. The figure had increased to 
20,000 on March 314 1956, 28,000 on March 31,1957 
and 42,000 on March 31, 1958. This last figure 
represented 46% of the patienta in the hospitals 
on that date. The drugs have been used on all 
categories of patients. However, they have been 
used most extensively in the younger age groups 
(except for the youngest) and in the non- organic 
psychoses (principally schizophrenia). .These are 
the categories that have shown the largest improve- 
ment in release rates. 

The intensive treatment program provided 
additional treatment personnel in the reception 
services of the hospitals'to insure that every 
patient admitted received the maximum benefits 
from known treatment modalities in the crucial 
initial period after admission. This program 
began in 4 hospitals in 1956. It was extended to 
an additional 4 in 1957 and finally in 1958 it was 
started in the remaining 10 hospitals. This treat- 
ment program makes extensive use of the tranquil- 
izing drugs, hence it seems almost impossible to 
separate the effects of the two programs. However, 
the intensive treatment program did not begin 
until 1956 and then only in four hospitals of the 
18 in the department. The overall increase in 
releases cannot be ascribed solely to this program 
It almost certainly important. effect 



but it can not have been the decisive one. 

The open hospital policy is not new. In the 

nineteenth century many American mental hospitals 
were operated as open hospitals. It was only in 
the late nineteenth century and the early part of 
this century that closed or locked hospitals 
became the rule in this country. The New York 
State hospitals have always had some open wards. 

These were usually either so- called convalescent 
wards or workers wards. In the convalescent wards 
were patients almost ready to be released, in the 
workers wards were patients working in the hospi- 
tal industries. Other patients living on closed 
wards were given honor cards which allowed them 
the freedom of the grounds under specified con- 
ditions. The experience of the British mental 
hospitals in recent years with unlocked wards led 
to a resurgence of interest in this policy as a 
therapeutic technique. In April 1956 about 6% of 
the 93,000 patients in New York State mental hos- 
pitals were in open wards or on ground parole. 
Late in 1956 deliberate attempts to apply the 
open door policy in the hospitals were begun. In 

April 1957, 8% of the patients were on open wards 
By October 15% were on open wards. In April 1958 
the proportion had risen to 43% and in October 
1958 had reached 58 %. The tranquilizing drugs 
have played an important part in the success of 
this program. They have helped reduce the amount 
of violent behavior and helped make possible a 
tremendous drop in the use of restraint and seclu- 
sion. The use of these has decreased 90% from 
1954 when about 25 patients per 1,000 average 
daily resident patients were in some form of 
restraint or seclusion. Now the rate is less than 

3 per 1,000. 

These three programs bave brought about a 
revolution in the care of the mentally ill. They 
all involve the use of the tranquilizing drugs. 
In our analysis of population trends we must admit 
that we cannot separate out the effects of these 

drugs alone. We have to consider the effect of 
these drugs when used as part of an expanded and 
enlightened treatment plan. 

Since admissions have remained steady,deaths 
increased only slightly, releases alive increased 
markedly and since returns have increased only 
slightly we can, I believe, safely conclude that 
the effect of the tranquilizing drugs when used as 
part of an expanded treatment plan has been to 
reduce the patient population in the New York 
Civil State Hospitals. What then of the future? 
Can we assume.that the population will continue to 
decline, indefinitely until there is no more need 
for mental hospitals? Or is the population in the 

hospitals merely undergoing a readjustment, a 
clearing up of a backlog, which will be followed 
by a renewed increase? Or will it hit a plateau 
at some lower or higher level and stay there? All 
of these are possibilities. The forecasting 
problem in this area is an unsolved one. The 
evidence so far is scanty. However it is possible 
to note some straws in the wind. 

To do this it is necessary-to look first at 
the present age and duration distribution of the 

patient population in the hospitals. Of the 
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91,191 patients in the New York State mental hos- 
pitals 23,283 have been there for 20 or more 
years. Another 19,500 have been there from 10 to 

19 years. Thus 12, ?83 or 47% of the patients have 
been in residence at least 10 years. Until some 
major research breakthrough occurs, it is not 
likely that any great number of these patients 
who have been in the hospital for these periods 
of time will be released. Most of them may be in 
residence for the rest of their life. Every year 
some patients enter the 10 or more years duration 
category as they reach the 10th anniversary of 
their admission to the hospital. As long as more 
patients enter this category by staying in the 
hospital than leave it by death or release the 
size of the chronic patient load will continue to 
increase. This phenomenon is still going on. 

In 1955, 41,829 were in this category. In 
1956 the number rose to 42,347 and it continued 
to increase till it reached 42,783 in 1958. The 
growth of the long term chronic patient load has 
slowed down but it hasn't stopped yet. 

Since the total population is decreasing 
while the population in the category of "duration 
of residence more than 10 years" is increasing,it 
means that the category of patients in residence 
less than 10 years must be decreasing very rapidly. 
This indicates that in the future the number of 
patients entering the over 10 years duration group 
must decrease. 

To check this let us look in Table 5 at the 
distribution of patients less than 65 years of age 
by time since admission. The total number of 
these has declined from 65,707 in 1955 to 62,049 
in 1958. At the same time those in residence 20 
or more years has increased from 12,677 to 13,792. 
This is an increase of 9%. At the same time the 
number of patients under 65 in the 10-19 year dis- 
tribution group dropped from 16,646 to 15,289; in 
the 5-9 year duration group dropped from 11,590 to 
11,206; and in the 1 -4 year duration group from 
15,656 to 12,859. As time goes on the number of 

patients entering the longer duration groups must 
decrease and eventually the number in the longest 
duration group in the under 65 years of age group 
must decrease. 

In the over 65 age group the situation is a 
little different. Patients move into the longer 
duration groupa of this age group in two ways. 
They can age in by passing their 65th birthday. 
They can do this into any duration group except 
the shortest. They can also enter a longer dura- 
tion group by virtue of time spent in the hospital 
beyond the age of 65. Thus the increase of the 20 
years and over duration group from 8,394 in 1955 
to 9,491 in 1958 is the result of patients over 65 
years of age in the 10-19 duration group moving to 
it as well as patients under 65 years of age in 
the 20 and over duration group passing their 65th 
birthday. As a result of these two types of flow 
all of the duration groups except the shortest 
have shown increases since 1955. 

What can we expect in the future. First, for 
the patients less than 65 years of age, I think we 
can expect continued decreases in each duration 
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Table 5 

Resident Patients in New York Civil State Mental Hospitals 

by Age Group and Time Since Admission 

Fiscal Yéar 
Ended 

March 31 

Tibie Since Admission (years) 

Total Less 
than 1 

1 -4 5 -9 10-19 20+ 

1958 91,191 12,674 20,304 15,430 19,500 23,283 
1957 92,409 12,483 21,436 15,735 19,927 22,828 
1956 92,862 12,361 22,310 15,844 20,375 21,972 
1955 93,314 13,051 23,089 15,345 20,758 21,071 

Less than 65 Years of Age 
1958 62,049 8,903 12,859 11,206 15,289 13,792 
1957 63,299 8,575 13,782 11,566 15,803 13,573 
1956 64,211 7,937 14,887 11,835 16,318 13,234 
1955 65,707 9,138 15,656 11,590 16,646 12,677 

65 Years of Age and Older 
1958 29,142 3,771 7,445 4,224 4,211 9,491 
1957 29,110 3,908 7,654 4,169 4,124 9,255 
1956 28,651 4,424 7,423 4,009 4,057 8,738 
1955 27,607 3,913 7,433 3,755 4,112 8,394 

group except for the less than 1 year group. This 
latter group should increase as a result of in- 
creased admissions. There should be an increase 
for a few years of the 20 and more years duration 
group. Then it should start to drop along with 
the others. 

This means a substantial drop in resident 
patients less than 65 years of age in the future. 
What this means for these patients is that the 
average stay has been and will continue to be 
drastically reduced. There will be no substantial 
number of them entering the hospitals in their 
20's and staying the rest of their lives. There 
will no doubt always be some patients in this 
category, but the vast majority will be able to 
return to the community. They may have to return 
to the hospitals for short stays several times 
during their lives but they should not have to 
spend their entire lives there. 

Now let us consider the patients 65 years of 
age and older. In the next 10 years I believe 
this number will continue to increase. If we 
assume that admissions will continue at the same 
rate, I would assume about 5,000 in the less than 
1 year duration group; 8,000 in the 1 -4 year 
group; 6,000 in the 5 -9 year group; 6,000 in the 
10 -19 year group and 14,000 in the 20+ duration 
group. This would mean a total of 39,000 in the 
over 65 years age group. This would be an in- 
crease of 10,000. 

These estimates are based on the assumptions 
of a continued increase in the number of patients 
in the older age groups admitted to the hospitals 
as well as on a continued improvement in the 
treatment procedures for these elderly patients. 
It must be remembered, however, that the main 
result of improved treatment for elderly patients 
may be longer hospitalization. In many cases the 

patient's condition may be improved, death can be 
postponed for long periods but the patient may not 
be well enough to leave the hospital. Thus the 
average stay in the hospitals for older patients 
admitted may well be increased. 

In addition many long term patients now in 
the hospital will continue to be there 10 years 
from now. By then nearly all of them will be more 
than 65 years of age. All of these factors will 
tend to increase the number of older patients in 
the hospitals for at least 10 years. 

At some time in the future, perhaps 20 years 
from now, we can look to the day when the backlog 
of long term mental hospital patients has been 
cleared up. Then we can expect really substantial 
reductions in the mental hospital population. How+ 
ever, two factors working to increase the patient 
load should not be overlooked. One is the in- 
crease in the general population. Particularly 
the increase in the number of aged in the popula- 
tion. Unless there is a tremendous expansion in 
the field of community psychiatry or in the pro- 
vision of alternative facilities which will even- 
tually reduce the admission rates, we may have so 
many patients admitted that even with better 
treatment and shorter stays the mental hospital 
population will start to rise again. 

Second is the possible expansion of the 
classes of patients treated in mental hospitals. 
If narcotic addicts, non - psychotic alcoholics,and 
other types of patients different from those now 
received are admitted to the mental hospitals,tbeq 
of course major decreases in population are most 
unlikely. 

A note on methodology should be inserted in 
this paper. The proper way to study the popula- 
tion of an institution such as a mental hospital 



is through cohort analysis.2,3 That is, one 

should follow each homogeneous group of admis- 
sions throughout the time any of its members 

remain in the hospital. We are now doing this for 

all patients admitted to New York State Hospitals 
since 1954. We have not found it possible to do 
this for patients admitted prior to this date 
because of gaps in the record system. On the 
basis of preliminary data from cohorts of patients 
admitted since 1954, the conclusions concerning 
length of stay and release derived in this paper 
seem to be fully confirmed. 

Summary 

For fifty years until 1955 the patient popu- 
lation of the New York State mental hospitals had 
climbed steadily from 28,000 to 93,000. Early in 
1955 the large -scale use of tranquilizing drugs 
began in these hospitals. In the three years 
since then the patient population has decreased to 
89,000 in spite of an increase in admissions. The 
issue is whether the relationship between the use 
of tranquilizing drugs and the population drop is 
coincidental or causal. Evidence is given to show 
that the population decrease is due primarily to 
an increase in the number of patients released and 
that this increase in releases is probably related 
to the use of these drugs. 
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The future patient population is estimated 
on the basis of present trends. The characteris- 
tics of the resident patient population will 
continue to change rapidly. In general, patients 
will stay for much shorter periods of time. There 
will be an increased proportion of aged patients 
in the hospitals. The use of tranquilizing drugs 
is being accompanied by an intensified treatment 
program and by an expansion of the open hospital 
policy. In summary, the mental hospitals will 
continue to shift their emphasis from custodial 
care to active treatment. 
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Discussion: 
James C. Munch, Hahnemann Medical Sohool, and 

Pharmacodynamies, Inc. 

It is a definite contribution to 
scientific progress to develop any type of test 
which is more objective in nature and permits 
recording results numerioally. Dr. Clyde has 
done this by preparing a set of 3 x 7 inch 

cards carrying perforation for machine class- 
ification. The 133 traits listed include " 
angry, anxious, absent- minded" eto. Each 
subject classifies himself with one set; the 
examiners with a different set. Results fall 
in 4 oategories :(1) Not at all; (2) A little; 
(3) Quite a bit; (4) Extremely. With a weight 
of 1 for each card, this permits compuation 
of an overall score at any time. Changes in score 
produced by drugs or other treatment may be 
expressed quantitatively. 

This is a decided improvement over scoring 
many psychodiagnostio tests in use. Other 
questions may be added to the present list; 
validation of present attributes oonfirmed; 
the troublesome question of relative weights 
to be assigned various questions resolved; 
and the applicability of these questions to 
measuring psychological behaviour ohanges. 
Such studies are desired in Carious types of 
mental disturbances, as well as in "normal" 
individuals. 

Mental patients comprise half of the 
total hospital population in the United States. 
Dr. Kris points out that an increasing number 
of these patients are reoieving "tranquilizers" 
and that there is an increasing rate of 
discharge from mental hospitals to the 
community. Also, the remaining patients tend 
to be more tractable. Our experience with one 
of these tranquilizers at Eastern State 
Penitentiary suggests that one in four inmates 
showed significant improvement in behaviour 
pattern during administration, not shown 
while on a placebo. 

Tranquilizers differ pharmaoodynamically, 
and are not interohangable. Individual patients 
may be expected to show better response to 
some than to others. The effective dose will 
vary between patients as well as within any 
patient from time to time, possibly as a 
result of such factors as tolerance,metabolic 
or pathological alterations, and differences 
in intensity of external stresses. Dr. Kris 
emphasizes the growing need to indoctrinate the 
general prsctitioner in adequate therapy for 
furloughed and /or discharged mental patients, 
which will further decrease readmission rates. 
The development of side effects such as 
jaundioe or blood dyscrasias should be 
anticipated during continuing therapy. There is 
very little data on the effect of chronic 
administration of these drugs. Dr. Kris makes 
6 very pertinent suggestions, perhaps the most 
important being need for cooperation by 
possible imployers. 

Mr. Patton presents convincing evidence 
that there is an association between the 
decrease in the number of mental patients in 
the New York State Hospitals, and the increase 
in therapy with "tranquilizing drugs." Further 
explorations will be made to determine if this 
is a true correlation. This will be done by 
cohort analysis, which was started in 1954. 
It is hoped that an attempt can be made to 
determine the particulat "tranquilizer" used, 
andthe optimal dose for each, since these 
drugs are not interohangable. The development 
of any toxic effects with prolonged use 
should be carefully observed. Other factors 
such as intensive treatment and open hospital 
policy made only a minor contribution to this 
decrease in hospital stay, which is real and 
in spite of increase in the number of general 
population. Any possible difference in 
mortality rate on mental patients in hospitals 
as compared with the same age groups outside 
hospitals, would be interesting to determine. 

Patients between 1 and 65 years of age 
and who have been in mental hospitals less than 
10 years show geatest improvement, and half 
of them may expect discharge after a 
comparatively short hospital stay. The greatest 
benefits may be expected in schizophrenia, and 
less in alcoholic psyohoses.Mental hospitals 
will be needed for custodial, rather than 
active treatment. Increasing knowledge by 
the general practitioner regarding therapy of 
such patients may be expected to materially 
decrease re- commitments. 
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SURVEY RESEARCH AND MEDICAL CARE: 
STRATEGY AND TACTICS OF A RESEARCH PROGRAM 

By: Odin W. Anderson, Ph.D., Health Information Foundation 

I. Background 

Without the development of survey research 
methodology over the past 20 years, the research 
program of Health Information Foundation would 
not have been possible. It is the use of survey 
research methods in the Foundation's research 
program which may be of interest to the members 
of the American Statistical Association. In 
fact, unless survey research methodology had 
been relatively well developed when the Founda- 
tion was established in 1950 it is unlikely that 
the Foundation could have gotten off the ground. 
This paper is devoted to a description of survey 
research in medical care and how it was used in 
the strategy and tactics of the development of a 
research program in the social and economic as- 
pects of personal health services directed to 
current problems and issues in the health field. 

In 1948 several leaders in some of the large 
pharmaceutical, drug, and chemical firms were 
considering how the industry could best be of as- 
sistance to the private or non -governmental sec- 
tor of paying for and providing personal health 
services in this country. There had been a great 
deal of ferment in the health field -- and this 
is continuing little of which was understood 
by the consumer, the insurance agencies, or the 
providers of service. 

In due course, the industry decided that the 
public interest could best be served with simul- 
taneous creation of goodwill for the industry by 
establishing a research foundation chartered as 
a non - profit, tax- exempt research agency which 
may not engage in propaganda nor influence legis- 
lation. This was done in 1949. In 1950 a nucle- 
us staff was in operation which was trying to 
determine research policy and course of action. 
During the first two years three community stud- 
ies were launched to determine how local areas 
went about surveying their health problems and 
solving them, or as the case may be, not solving 
them.1/ It was hoped that "successful" commun- 
ities-could be used as models of self- determina- 
tion by other communities, wishing to do the same. 
Useful as these community studies were, they 
could not yield definitive data or information 
on social process and they contributed to re- 
search on communities in a long -term sense, but 
not to research for immediate application. It 
was at this point late in 1952 that I became re- 
search director and was charged with developing 
a research program. There was no tangible re- 
search policy and no staff, but there was money 
for research and a real desire to have a program 
developed which would be in the public interest. 

By 1952 various forms of voluntary health 
insurance had reached a point where over 50 per 
cent of the population of the country was covered 
by some type of health insurance. In its rapid 
growth since the late Thirties it has become the 

dominant force to help families pay for personal 
health services, particularly hospital care and 
surgery. It caused and continues to cause end- 
less discussion and debate regarding problems of 
enrolling more and more people and expanding the 
range of benefits covered to include services 
provided outside of the hospital, particularly 
physicians' home and office calls. In 1952 no 
systematic review had been made of the extent of 
voluntary health insurance only gross figures 
by state were known -- and what such insurance 
was doing to help families pay for costs of per- 
sonal health services of all types. The con- 
sumer side of the costs of personal health ser- 
vices and the extent to which prevailing benefit 
patterns of insurance help families pay for ser- 
vices then became the focal point for the Foun- 
dation's research policy, and one which the 
sponsors could support in the public interest 
and in the framework of their general social 
philosophy. No other agency, governmental or 
private, was at that time (or since) sponsoring 
research of magnitude or depth directed at 
the forces which would help to shape the financ- 
ing and eventually the organization of our per- 
sonal health services for years to come. I will 
give the rationale for choice of research pro- 
blems, and explain the methods by which they 
were formulated in the execution of a research 

program in the sections to follow. 

H. Defining the Dimensions 

The decision to focus on the financing and 
organization of personal health services and 

more specifically prevailing voluntary health 

insurance provided a point of reference for 
planning the other necessary aspects of the op- 
eration of the Foundation. Since the Founda- 

tion was completely new, dependent for funds 

from its business sponsors on an annual basis 
and without an endowment, and entering an area 
of great importance to public policy formula- 
tion, it was necessary -- as with any new or- 
ganization in society to work toward the 

creation of a public image. The image desired 
was that of an independent research agency, 
selecting problems of research directly relevant 
to current problems and issues in the financing 
of personal health services, publishing and dis- 
seminating the research findings freely through 

reputable publishing houses and setting high 

standards of methodology and interpretation of 

data. 

The voluntary health insurance field ap- 
peared to have developed to a point where there 

was enough consensus among contending parties 

that insurance was here to stay so the ques- 

tion was how to evaluate it and continue to 

make it work and expand. At this stage there 
was a favorable climate for research in which 
to flourish to help determine the scope and 



components of the problems and provide a basis 

of facts for intelligent policy formulation. 
Such I believe was the intuitive timing of the 
Foundation. The next step was to take advantage 
of this timing so that research could influence 
and.move in the midstream of continuing devel- 
opments. The creation_ of an image -- unlike 
that of creating the image for a certain product 
or service -- was not difficult. No publicity 
as such was necessary. What was necessary was 
the formulation of a research program based on 
the criteria mentioned earlier and gradually let 
the results and the record speak for themselves. 

From the first we became an "operating" 
rather than a "granting" Foundation, i.e., the 
research program was formulated by the staff and 
ways were sought to carry it out in terms of 
projects. In instances where the Foundation did 
not carry out its project directly with own 
staff, grants were made to research agencies for 
specific purposes agreed on between the Founda- 
tion and the research agency. Eventually, three 
ways of carrying out research evolved, all three 
flowing from policy formulated by the Foundation 
staff. They are: (1) a project could be car- 
ried out under me with a project director on the 
staff and conducted from the Foundation office; 
(2) a grant could be made to a research person 
or research agency interested in the problems the 
Foundation was committed to, the Foundation, in 
effect, buying a manuscript, but the manuscript 
always being under the control of the agency 
conducting the project; or (3) the Foundation 
would work cooperatively and jointly with a re- 
search agency right through publication. The 
three methods described permit great flexibility 
in operation and entail only a small core staff 
at the Foundation headquarters. main res- 
ponsibility is then that of selecting research 
problems, outlining general context, and work- 
ing with people qualified to carry out the tech- 
nical and methodological requirements. Occas- 
ionally a member of my staff or I also write up 
the results, but such a decision is made before- 
hand depending on the arrangement. 

Within the framework of our sponsors' intent 
as articulated by the staff, the Foundation con- 
ducts research mainly within the prevailing 
structure of personal health services and is so 
far engaged in describing and evaluating the 
problems in voluntary health insurance from the 
standpoint of the consumer. Thus our emphasis 
to date has been mainly on the consumer problems 
of paying for and using health services so that 
voluntary health insurance has more benchmarks 
by which to judge its efforts in helping fam- 
ilies pay for personal health services. Almost 
automatically our research projects have impli- 
cations for public policy formulation and are 
selected with that purpose in mind. 

The very immediacy of the problems and is- 
sues we wish to cast more light on dictates that 
we engage in short -term projects of two years 
duration or so, although we can plan long -term 
policy. This again necessitates our drawing 
largely on relatively well- tested and perfected 
social research and statistical techniques and 
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methods which can be brought to bear on an ap- 
plied field like the social and economic aspects 
of personal health services. In view of the 
Foundation's focus on consumer problems, survey 
research methods provide an ideal tool for 
large -scale household surveys on various pro- 
blems to be described later. 

Seemingly out of nowhere several things 
converged -- sponsors representing an important 
and relatively neutral part of the health field 
wishing to finance a research foundation in the 
public interest, the emergence of voluntary 
health insurance as a problem of prime impor- 
tance in public policy and debate, the concur- 
rent perfection of adequate social research 
methodology which is directly applicable to 
household surveys, and a climate conducive to 
research in that contending parties had reached 
a consensus that health insurance was here to 
stay and we now needed more information on how 
to apply it effectively. 

III. Development of the Research Program 

With the financing and organization of 
personal health services as the general area for 
research it was decided that in 1953 the most 
important area for public policy at that time 
was a comprehension of the distribution of costs 
of personal health services among families 
throughout the country, the extent of health in- 
surance, and the degree to which such insurance 
was helping families to pay for services. The 
costs of personal health services among families 
had been done before but not since health insur- 
ance had become an important method of paying 
for services. The research was planned to ex- 
amine at least two aspects: (1) the extent to 
which insurance paid for covered services, main- 
ly hospital care and surgery, and (2) the extent 
to which the costs of other services outside of 
the hospital, such as home and office calls, 
drugs, and dental care, not usually covered, 
were difficult for families to meet without some 
insurance mechanism. These were crucial quest- 
ions, answers to which were not known. Some 
basic data would immediately provide benchmarks 
of accomplishments and expose problems still in 
need of solutions. 

This study entailed a survey of a sample of 
households in the United States and represented 
a formidable undertaking. In view of survey ex- 
perience in medical care going back to the Thir- 
ties and further development and refinement of 
survey research since World War II, a survey of 
this nature was entirely feasible. Sampling 
science had been refined to a point where a rel- 
atively small sample of households was necessary 
to provide estimates within narrow margins of 
error. This, of course, reduced the cost and 
made surveys much more feasible financially than 
even a decade earlier. 

The survey research agency which the Foun- 
dation worked with on this survey was the Na- 
tional Opinion Research Center. In formulating 
the design it was decided that a sufficiently 
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large sample would be about 3,000 households 
comprising 9,000 individuals. The interviews 
were conducted in the households and there was 
only one interview. Costs and utilization of 
services were recalled for 12 months prior to 
the interview. There was concern with respon- 
dents' ability to remember adequately for our 
purposes the costs and utilization of services 
for a 12 month period. Pretests were made in 
several areas of the country to compare people's 
responses with what was recorded in physicians' 
offices with sufficiently high congruence to go 
ahead on a one - interview basis. For hospital 
care, hospital records were examined in the ac- 
tual survey to compare respondents' statements 
with the hospital records. The congruence in 
this survey was extremely good. It should be 
remembered that were after nationwide esti- 
mates for costs and utilization by age, sex, res- 
idence, and insurance status to show the general 
patterns. 

Highlights of data are of interest both for 
their implications for public policy and for 
their influence on plana for future research. 
As was to be expected, we found that some fam- 
ilies incurred no costs for services and a small 
minority incurred extremely high costs.2/ Again, 
as was to be expected, families which carried 
some type of health insurance were likely to 
live in cities, be employed in large industries, 
and have relatively good incomes. We also 
showed to no one's surprise - that individ- 
uals with insurance used more hospital and sur- 
gical services (the prevailing benefit pattern) 
and incurred higher costs than families without 
insurance. At this point we left generally an- 
ticipated results and produced data which were 
more or less novel. showed precisely what 
portion of all costs of personal health services 
for insured families health insurance was paying 
at the time, namely, 19 per cent; and the pro- 
portions of costs for hospital care and surgery 
were medians of 89 per cent and 76 per cent re- 
spectively. 

Concurrent surveys but in a separate project 
were conducted in Birmingham, Alabama, and 
Boston, Massachusetts, of subscriber - households 
in Blue Cross -Blue Shield plans in these two 
cities and employed groups covered by Aetna Life 
Insurance Co. in Boston. This project was sup- 
plementary to the nationwide survey in order to 
pinpoint what prevailing benefit patterns as 
represented by the plana mentioned did to help 
families pay for personal health services. It 
was felt that in the nationwide survey individ- 
ual insurance companies and Blue Cross -Blue 
Shield plans could not see themselves, although 
the figures given above showed in general what 
the prevailing pattern of insurance benefits did 
for families. By selecting specific insurance 
plans and relating a definite known benefit pat- 
tern to the subscriber -households total costs of 
services in a year, such a survey of households 
would seem more real to people who were actively 
concerned with health insurance problems. This 
project could also serve as a model for plans 
that wished to test the adequacy of their bene- 
fits. 

Samples of subscribers were drawn from the 
files of persons currently insured by the agen- 
cies studied for both group and individual con- 
tracts. The contracts must have been in effect 
for one year in order to provide retrospective 
costs and utilization for tha't period. The 
size of samples in each of the three plans 
rounded are: Birmingham, 950 families, 2,900 
individuals; Boston 1,200 families, 3,900 in- 
dividuals; and Aetna 350 families, 975 indi- 
viduals.3/ Except for changes necessitated by 
local conditions the questionnaires were the 
same as for the nationwide survey. Comparabil- 
ity was then assured. 

This survey showed what plans that might 
be called "typical" did to help families pay for 
costa of personal health services. They cer- 
tainly represented the prevailing benefit pet - 
tern of voluntary health insurance in the coun- 
try, i.e., hospital care and physicians' ser- 
vices in the hospital. The results were not 
grossly different from the nationwide survey, 
although the three plans were in general better 
than seemed to be true for the national picture. 
In both surveys the nationwide and the two 
cities it was clearly brought out that even 
including insured services the patient pays from 
70 to 80 per cent of the total charges and the 
costs of services outside of the hospital are 
also of financial consequence to families. Pre- 
vailing insurance benefit patterns had been for- 
mulated on the assumption that hospital care and 
physicians' services in the hospital were the 
services that had the greatest impact on famil- 
ies. In these surveys it was shown that over a 
year just as many families incurred high costs 
for home and office calls as for hospital care, 
for example, and some families incurred higher 
costs for home and office calls than for sur- 
gery. A reorientation of current insurance 
thinking was then indicated. 

The nationwide survey brought out another 
fact of importance to a consideration of the in- 
fluence of insurance on the level of utiliza- 
tion. It had been known in hospital care, for 
example, that when a group of people acquired 
hospital insurance the hospital utilization rate 
generally increased compared to the time when 
the same people had no hospital insurance. The 
reduction or elimination of the financial bar- 
rier presumably made it less burdensome for 
people to be hospitalized. In comparing in- 
sured and uninsured individuals nationally it 
was found that per cent of the insured indi- 
viduals were hospitalized in a year compared 
with 9 per cent for uninsured individuals. 
Similarly it was found that 9 per cent of the 
insured individuals had a surgical operation as 
compared with per cent of the uninsured indi- 
viduals. Concurrently, however, it was found 

that insured individuals were much more likely 
to use services like dental care, home and of- 
fice calls, and drugs which are normally not 
covered than uninsured individuals. This in- 
dicated that a simple explanation of the pres- 
ence of insurance influencing hospital care or 
surgery was not an adequate one. In addition, 
there were data on utilization and costs by 



family income which could not be explained by 
economics alone. There were attitudinal factors 
involved, perceptions of health services and 
health; life values which dictated priorities 
in a prosperous economy like ours. 

On the basis of the nationwide and two city 
surveys three problems were defined which called 
for further research and projects were planned 
accordingly. First, having shown that physi- 
cians' costs outside of the hospital are of fin- 
ancial consequence to families, compared with 
hospital care and surgery, the Foundation needed 
to study methods of providing all physicians' 
services under prepayment insurance and assist 
in the expansion of the range of benefits. 
Second, having shown that insured individuals 
use more of all kinds of personal health ser- 
vices, whether or not they were covered by in- 
surance, the Foundation saw the value of making 
a study of adults in the general population, 
both insured and uninsured, to learn if there 
was a difference between them in how they per- 
ceived and appreciated health services, their 
concept of health, their images of the doctor, 
hospital, dentist and so on, and general level 
of health knowledge. Third, since a large por- 
tion of the uninsured population were not in 
employed groups, the usual mechanism of insur- 
ance enrollment, what was the problem of en- 
rolling the so- called non -group portion of the 
population and what methods were in use at that 
time. 

In due course projects directed to these 
three problems were set up, one outside the 
Foundation with the University of Michigan and 
University of Washington, one jointly with the 
National Opinion Research Center, and one under 
my immediate direction and supervision. The 
problem studied by research teams at the Univ- 
ersity of Michigan and the University of Wash- 
ington related to insuring the full range of 
physicians' services, including home and office 
calls. Physicians' service plans operating in 
Windsor, Ontario, and the State of Washington 
sponsored and controlled by county medical soc- 
ieties in the two areas had for 20 years or 
more provided compr ensive physicians' ser- 
vices within the tra onal and desired struc- 
ture of private pract ce, fee - for -service and 
physicians practicing their own offices. 
The medical profession was generally fearful of 
expanding in- hospital p sicians' service plans 
to home and office calls because of expectations 
of ever -rising utilizatio and costs eventually 
entailing a reorganization f medical practice 
along lines that were rests d. FSramples are 
the group practice closed pal salaried plans 
in several parts of the country. 

The Foundation felt that an'intensive exam- 
ination of the plans as described, in Windsor 
and Washington would be useful as an answer to 
the possible expansion of the range\ of physi- 
cians services in insurance which Would still 
be within the traditional structure medical 
practice. Accordingly in both areas Samples of 
subscriber -households (and in Windsor households 
without insurance as well) were drawn to 'learn 
how the plans were used the attitudes toward 
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the doctors, costs incurred out -of- pocket, sta- 
bility of the physician- patient relationship and 
other matters. Heads of households were inter- 
viewed in their homes. Representative samples 
were selected of participating physicians and 
interviewed (300 out of 900 in Seattle, and vir- 
tually the total universe of 216 in Windsor) to 
learn physicians' reactions to medical insurance 
effect on their incomes, patient load and patient 
pressures, and so on. In addition some analy- 
sis was made of internal operation regarding 
costs of administration. Time and space do not 
permit even highlights of these two studies. 
One has just been published, and the other is 
being prepared for publication.li/ 

The second problem, public attitudes and 
perceptions, was carried out by the National 
Opinion Research Center on an area probability 
sample of 2,600 adults 21 years of age and over. 
An intensive and structured interview was car- 
ried out on a one- interview basis. Samples were 
also drawn of about 500 physicians the public 
mentioned as having attended them or to whom 
they would go if needed and 500 pharmacists who 
had filled prescriptions for them the previous 
year. Thus there were interlocking samples of 
the public, physicians, and pharmacists. The 
physicians were queried as to their attitudes 

towards patients, insurance, hospitals, and sim- 
ilar matters. Parallel questions were put to 
pharmacists in retail pharmacies. The manu- 
script for this stud is in preparation, but 
several short reports have been published treat- 
ing topics more intensively than will be true in 
the main reports/ 

The third problem, non -group enrollment, 
was carried out by a staff member working in 
close cooperation with all the 88 Blue Cross 
hospital plans in the country. In addition, 
further case studies were made of five plans 
which had attempted various methods of enrol- 
ling individuals outside the normal mechanism 
of employed groups. Because of the great in- 
terest shown by the Blue Cross executive direc- 
tor and enrollment directors and certain person- 
al relationships in the field, a long mailed 
questionnaire yielded a return of 100 per 

cent.6/ 

Studies of voluntary health insurance led 
to the consideration of another problem area 
undergoing intensive discussion today -- the 
people 65 years of age and over. The Founda- 
tion felt that there was no perspective on the 
components of this area since problems of the 

aged were defined mainly by physicians, social 
workers, hospital administrators and others who 
saw the segment of this population group with 
acute problems. Accordingly the Foundation a- 
gain worked with the National Opinion Research 
Center to formulate a household survey of 
people 65 years of age and over (later reduced 
to 60 years of age and over) to learn directly 
from the older persons themselves how they 
viewed their life situations and problems with 
particular reference to health and health ser- 
vices. In addition, a sample of people men- 
tioned by the older persons as being next in 
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line of responsibility if something should hap- 
pen to them was interviewed. This enabled us to 
get some idea of the sense of mutual responsi- 
bility in American families today. Further, a 
relatively small sample of the general adult 
population was interviewed to learn their atti- 
tude toward the aged and aging and what prepa- 
ration was being made in middle life for retire- 
ment, decrease in activity and related matters. 
The manuscript for this survey is in prepara- 
tion.7/ 

Another survey research project which can be 
mentioned deals with an emerging problem in the 
health insurance field. Since the development 
of voluntary health insurance in this country 
two general types of arrangements have existed 
simultaneously characterized by those which are 
payment mechanisms grafted on, as it were, to 
the existing structure of medical practice and 
those which set up group practice panel plans 
with physicians usually on a salary and provid- 
ing the full range of physicianst services. 
The first type potentially permitted choice of 
any physician in the community and the group 
practice panel type restricted choice to physi- 
cians on the panel. Labor unions had been and 
are quite active in supporting the group prac- 
tice type, but during the last few years in both 
New York and California individual members 
wished to select a so- called free -choice fee - 
for- service type of plan or a group practice 
panel type. This resulted in the procedure 
known as dual- choice in which members of a labor 
union could select one type or the other within 
the same union. 

In New York several local labor unions voted 
whether to join Group Health Insurance (G.H.I.), 
the free -choice fee -for -service type of plan, or 

Health Insurance Plan of Greater New York 
(H.I.P.), a group practice panel type. G.H.I. 
and H.I.P. asked the Foundation if it would fi- 
nance and conduct an opinion survey of several 
unions to determine why union members chose one 
plan or the other within the same union. This 

involved perceptions of change and choice of 
doctor, attitudes toward health and insurance, 
and so on. The Foundation was interested pro- 
viding the survey could include a study of the 
extent to which these two plans helped sub- 
scriber- families pay for costs of personal 
health services. It will be recalled that both 
G.H.I. and H.I.P. offer the full range of phy- 
aicianst services in different settings. Also, 
both have arrangements with the Blue Cross hos- 
pital plan in New York for the same hospital 
benefits. 

This survey presented involved relationships 
and a complicated sampling problem. Three local 
unions were selected as the survey units and the 
leadership in each union had to be seen person- 
ally and the objective of the survey explained. 
Eventually letters expressing support were ob- 
tained. In the formulation and final design of 
the project it was necessary to keep both G.H.I. 
and H.I.P. informed. The sampling problem then 
involved three unions and matching samples with- 
in each union to reflect G.H.I. and H.I.P. mem- 
bers and the total of the two parts in each 

union to be strictly comparable as to the us- 
ual demographic characteristics. About 
households were drawn for each group. Our pro- 
blem was to compare the experience of union 
members enrolled in G.H.I. and H.I.P. necessi- 
tating matched samples which, naturally, did 
not represent the G.H.I. and H.I.P. enrollees 
in the unions. This survey is now being writ- 
ten up.8/ 

IV. The Planning and Staging of Research and 
Dissemination o3' Results. 

I have been giving you the general ration- 
ale for selecting research projects -- timeli- 
ness, relevance, and so on -- and the more ob- 
vious mechanics of operation. There are other 
projects but time does not permit describing 
them. Obviously, in order to promote and stage 
research touching on matters of public policy 
in the health field it is simple common sense 
to stage the projects so that they will have 
maximum acceptance and impact when results are 
publicized. 

Our first nationwide family survey carried 
out in 1953 and described earlier was a large 
undertaking implicating many interests -- 
medicine, hospitals, dentistry, drug industry 
and pharmacists, Blue Cross and Blue Shield 
plans, and insurance companies. Each of these 
was briefed as to our intentions and a broad 
advisory committee was set up as a sounding 
board and sanctioning group for the project. 
Each interviewer from NORC was armed with let- 
ters from the American Medical Association, the 
American Hospital Association, and the Blue 
Cross and Blue Shield Commissions, as well as 
a letter from the Foundation President. As for 
myself, more directly, I had the services of 
three personal consultants whom I selected as 

technical sounding board, as it were. 

After the research findings were available, 
a press conference was held aimed at Sunday re- 
lease. Our press coverage was exceedingly 
good. This signalized that the Foundation was 
on its way and now began the image of the 

Foundation area of research, scope, objec- 
tivity, and complete publication of results -- 
which was desired. 

After this large initial venture the stag- 
ing of our activities has been much less for- 
mal, because relationships outside and inside 
the Foundation have become stabilized as all 
parties have become familiar with our objec- 
tives and methods of operating. This means, of 
course, that the staff assumes and is given 
considerable responsibility and the staff must 
maintain good and continuous relationships with 
the Foundation Board and the many interests and 
agencies in the field that are implicated by 
our research. This is done on appropriate 
levels by the President of the Foundation, my- 
self and other staff members. Since we are a 
relatively small organization -- people with 
8 in research -- it is necessary to personal- 
ize the Foundation systematically and constant- 
ly in our dealings with research agencies and 



other agencies mentioned. This requires travel 
and personal contacts in establishing the Foun- 
dation and stabilizing its desired role. 

Considering the fact that we are an oper- 
ating research foundation directing our re- 
search primarily to current problems and issues 
as described and desiring it to have continuous 
and regular impact on the health field, to this 
end we have three chief methods of disseminat- 
ing information. One is the intermittent pub- 
lication of the findings of major studies in 
book form and through our research series in 
pamphlet form when projects are completed. A 
second is a regular monthly bulletin 10 months 
a year called Progress in Health Services, each 
issue standing on its own right as a research 
document. In our monthly bulletin we wish to 
give the health field factual data on top- 
ics relevant to an evaluation of the field and 
at the same time provide for the Foundation a 
monthly medium by which to sustain on a regular 
basis the image it is creating. The books and 
research series are sporadic and intermittent 
and offer no apparent continuity to those out- 
side the Foundation. The Foundation staff col- 
lects and organizes a great deal of data from 
vital statistics reports and financial reports, 
issued by public and private agencies, which 
usually do not see the light of day in a form 
readily comprehended. We also present high- 
lights of some of our research findings before 
publication in full -scale reports. Some exam- 
ples of the monthly bulletin are: 

Declining Crude Mortality in the United 
States: 1900 -1951. 

Changes in the Leading Causes of Death. 

What Americans Spend for Personal Health 
Services. 

The Growth of American Hospital Facilities. 

Health Insurance Benefits and the American 
Family. 

Control of the Communicable Diseases. 

Accidents in the United States. 

The Increased Use of Medical Care. 

Our monthly mailing list is in excess of 
60,000 and the bulletin goes to over 3,000 
newspapers and magazines, members of boards of 
trustees of voluntary hospitals, legislators, 
public health departments, medical societies, 
hospital associations, dental associations, 
medical schools, and many related agencies and 
individuals. You can see we are aiming at au- 
diences which shape the scope, content, and 
direction of our health services. 

The third method is an annual inventory of 
research in progress in the social and economic 
aspects of the health field by means of a ques- 
tionnaire to agencies that normally are carry- 
ing on research in this area. This provides the 
staff and me with rather detailed knowledge of 
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what is going on to help the Foundation in its 
planning, as well as to give research people 
interested in this field a systematic source 
book. The audience for the annual inventory is 
research personnel and it is hoped that the in- 
ventory will diminish duplication of projects 

and stimulate investigation in new areas or add 
to research already in progress. The 1958 sur- 
vey just published contains almost 800 pro- 
jects. 

V. Conclusion 

We are now probably at a point where there 
will be less emphasis on the consumer's pro- 
blems, as such, because the broad and in 
ways the detailed dimensions of their problems 
are being spelled out. The next line of de- 
velopment will be directed at the problems of 
applying the principle of insurance, which 
leads us into studies of how hospitals are 
used, methods and problems of administration, 
measurement of need and demand, and mart' oth- 
ers. Survey methodology is being more and more 
perfected and adapted to particular purposes. 
Although the Foundation draws on relatively 
well tested and perfected survey research meth- 
ods to apply to health problems, it is certain 
that the research we have sponsored is feeding 
back into research methodology so that not only 
are we building a body of knowledge in the 
health field but we are also helping to im- 
prove methodology. 

This is then a case presentation of the ea- 
tablishment of a research foundation in the 
public interest and the development of a re- 
search program and methods of dissemination of 
information. The image desired was that of an 
independent research agency, selecting problems 
of research directly relevant to current pro- 
blems and issues in the financing and providing 
of personal health services, publishing and 
disseminating without fear or favor research 
findings through reputable publishing houses, 
and following the highest accepted standards of 
methodology and interpretation of data. 
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A SAMPLE OF DEVELOPMENTS FROM SAMPLING PROJECTS OF THE 
U. S. NATIONAL HEALTH SURVEY 

By: Walt R. Simmons, National Health Survey 

It was just a little over two years ago that 
the National Health Survey Act became a part of 
our laws. The act authorized the Public Health 
Service to develop and carry out a continuing 
program of statistics on the illnesses, injuries, 
impairments, and related characteristics of the 
population. Need for this legislation had been long 
felt, and carefully studied. The history of experi- 
mentation and study in this area, and delineation 
of many of the purposes and objectives of the new 
law have been reported elsewhere.' They will not 
be reviewed here except to note that the health of 
a Nation's people is possibly its greatest asset, 
and that measurement of levels and trends in 
health matters is essential to the efficient pro- 
moting of better health. 

Within the Public Health Service the Surgeon 
General established the U. S. National Health 
Survey as the organization immediately respon- 
sible for conducting the program. Enabling leg- 
islation specifically authorized a three -phase 
program to accomplish its general intent. The 
first of three phases is a continuing survey of 
the general civilian population to provide statis- 
tics on the incidence and prevalence of acute and 
chronic illnesses; on numbers of accidental in- 
juries and impairments; on volume and kind of 
disabilities; on use of medical, dental, and hos- 
pital facilities; and on a variety of allied topics. 

The second phase consists of special studies, 
designed to complement the continuing survey 
with selected determinations which are narrower 
in scope than the more general undertaking. The 
special studies may relate to a particular aspect 
of specified health statistics, to a type of meas- 
urement which cannot be made in the more gen- 
eral survey, or to other features of the health 
status of people. 

The third phase of the program is of particular 
note to members of a statistical association. It is 
of course common that any substantial ongoing 
activity will devote a part of its energy to im- 
provement in operation. In the case of the Health 
Survey, however, the Congress directed that meth- 
ods and survey techniques for securing statistical 
information on health be studied, with a view to- 
ward their continuing improvement.2 

As had been intended, approximately the first 
12 months following the passage of the Health Sur- 
vey Act were devoted to establishing the nucleus 
of an organization, securing staff, initial planning, 
testing,3 and as urged by the Act, to making con- 
tracts with other agencies whose facilities and 
capacities would be especially useful in fulfilling 
objectives of the program. 
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Now the National Health Survey has com- 
pleted recently its first full year as an operating 
organization. It is the purpose of this paper to 
offer a sampling of that first year's activity. 
This is sampling somewhat in the nature of a cook 
sampling the soup with a spoon; or the commuter's 
survey of current American and world affairs by 
scanning his favorite morning paper. The report 
is not intended as a complete summary of the year, 
nor yet a scientific random sample of such a sum- 
mary. It is hoped that identification of a few de- 
velopments in each of the three phases of the pro- 
gram, with brief comments on those developments, 
will give some impression of the course the Na- 
tional Health Survey has been taking. 

Findings From the Continuing 
Survey of the Population 

It was decided early that a principal part of 
the continuing survey should be an area -type 
probability sample of households. In accordance 
with requirements and specifications set by the 
Public Health Service, arrangements were made 
for the Census Bureau to design the sample and 
to plan and conduct the household interviewing. 

The household survey follows a highly strat- 
ified multistage probability design which permits 
a continuous sampling of the civilian population 
of the United States. The first stage of the initial 
design consists of an area sample of 372 from 
among 1,900 geographically defined Primary 
Sampling Units (PSU's) into which the continental 
United States has been divided. A PSU is a county, 
a group of contiguous counties, or a Standard Met- 
ropolitan Area. Subsequent stages of selection re- 
sult in the choice of ultimate units of compact 
segments containing an expected six households 
each. 

The central design relates to a sample of the 
population to be interviewed over the span of one 
year. In the year just passed, approximately 
115,000 persons in 36,000 households over the 
Nation came into the sample. A striking and dis- 
tinguishing feature of the survey is its continuous 
nature. About 700 households are interviewed each 
week. This block of households is itself a repre- 
sentative sample of the civilian population of the 
United States. Thus the design permits a contin- 
uous measure of characteristics of high incidence 
or prevalence, and through consolidation of, say, 
13 or 52 weekly samples, more detailed analysis 
and treatment of less common characteristics and 
smaller categories. 
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The interview is rigidly structured, con- 
sisting in its first year of 40 items for identifi- 
cation of persons and households and their socio- 
economic characteristics, and of 54 questions 
concerning health conditions of respondents. 

Both manual and electronic editing and tab- 
ulating are performed at the Census Bureau under 
Public Health Service specifications. The formal 
estimation process is a two -stage ratio method, 
sample results being controlled by residence, 
age, sex, and color of the population as deter- 
mined by the 1950 decennial census and more re- 
cent independent estimates. 

Five principal reports4-8 of substantive 
findings from the household interviews have been 
released. They cover physician visits, dental 
visits, persons injured, disability, and a set of 
subjects termed "Selected Survey Topics." The 
first four of these are provisional, being based 
on either 13 or 26 weeks of interviewing. The 
fifth is in the nature of a partial summary of data 
collected during the first full year's interviews. 
A sixth report on acute conditions has been com- 
pleted and will be released in a few days. Reports 
on hospitalization and on impairments are sched- 
uled for publication before spring. 

Copies of these reports are available. Here 
we shall note only a very few findings, chosen 
principally to illustrate types of information being 
released. 

In a preliminary report on volume of physician 
visits it was observed that during the third cal- 
endar quarter of 1957 residents of the United 
States visited the doctor at an average rate equiv- 
alent to five times a year. Two thirds of all visits 
involved diagnosis or treatment, with one third 
representing preventive care and miscellaneous 
purposes. Over -all global figures of this type were 
issued initially to help sketch the general dimen- 
sions of various health problems, even though it 
was recognized that they rested on rather small 
samples, might have seasonal biases -since they 
were based on experience in but one calendar quar- 
ter -and would have other shortcomings. In some 
measure all findings from the survey will be con- 
sidered tentative and provisional, pending subse- 
quent evidence, although clearly reports based on 
longer periods of sampling and those treating 
phenomena of high frequency and relative sta- 
bility will be more nearly definitive than other 
types of reports. Preliminary reports will be 
superseded with more reliable data as time and 
resources permit. For example, that first esti- 
mate of number of physician visits per person 
per year already has been replaced with an esti- 
mate based on 52 weeks of interviewing. The esti- 
mated rate was revised from a little under five 
visits per person per year to a little over five 
visits. 

One figure picked up by the press was another 
provisional estimate from one quarter's inter- 
viewing. It indicated that there are 22 million 

edentulous persons in the United States. Reporters 
phrased this finding, "By Gum: 22 Million with 
Nary a Single Tooth." 

A beginning has been made in assembling in- 
formation on injuries and accidents -their types 
and distribution. Data from the first year's in- 
terviewing show nearly 50 million persons being 
injured annually. Injury here refers to bodily hurt 
or damage sustained from external causes either 
accidental or purposeful. Survey reports show 
some 40 percent of all injuries occurring in the 
home, about 15 percent at work outside the home, 
another 10 percent involving motor vehicles, and 
the remainder otherwise classified. 

First publications on injuries point up a fea- 
ture which will be a part of many Survey statis- 
tics. This is the severity of the condition. It will 
be recognized that ailments come in many degrees, 
and that the statistics on illnesses or injuries 
are the resultant not only of chosen definitions but 
also of the entire measurement procedure. With- 
out going into this matter at length, it is noted 
that Survey publications include what it is hoped 
are sufficiently detailed descriptions of statistics 
to permit the reader to acquire a reasonably clear 
understanding of just what it is that has been meas- 
ured. In the case of the above numbers on injuries, 
for example, a condition which might be a candi- 
date for recognition as an injury is not so counted 
in survey publications unless it involved medical 
attendance or at least one full day of restricted 
activity of the person hurt. 

Incidentally only about 50 percent of the pos- 
sible- injury conditions picked up by interviewers 
have met the criteria of medical attendance or one 
day of restricted activity. A further sidelight 
might be noted in this connection. Statistics on 
injuries grow out of a sequence of questions which 
locate the injury as occurring in the first week 
prior to interview or in the second week prior to 
interview. If there be no differential bias of recall 
for the two weeks, one would usually expect about 
50 percent of reported injuries to occur in each of 
the two weeks. Sample checks show experience is 
consistent with this hypothesis. For lesser inju- 
ries not meeting the severity test, however, more 
than 75 percent occur in the first previous week, 
thus suggesting a rapid falling off in recall for 
these minor hurts as the period of recall lengthens. 

To most of us it is the human and personal 
aspects of illnesses and impairments that are their 
dominating characteristics. But survey reports 
underline also the social and economic impact of 
ill health. Data from 52 weeks of interviewing 
produced an estimate of 31/3 billion man -days 
of restricted activity including 11/3 billion bed - 
days for the civilian noninstitutional population 
for the year ending last June. This is an average 
of 20 days of restricted activity and almost 8 bed - 
days per person per year. Another significant fig- 
ure is 600 million days lost from work by persons 
17 years old and over. 



Technical Developments in 
the Continuing Survey 

As implied earlier, it is a policy of the Na- 
tional Health Survey to prepare fairly extensive 
and detailed descriptions of its procedures and 
statistics. The first reason for this policy is one 
of self -discipline -it might even be called a selfish 
reason: it is simply that the exercise of reducing 
concepts and procedures to written form promotes 
a more precise understanding by the Survey staff 
of what is being attempted. But there are two other 
reasons for the policy. The first is that it permits 
consumers to know the data much better, and con- 
sequently to make better use of the data. The 
second is the belief that a widespread dissemina- 
tion of information concerning Survey methods 
is very likely to lead to critical review, re -eval- 
uation, and improvement of Survey products. 

In line with this policy, each substantive 
publication issued thus far by the Survey has car- 
ried appendices covering such matters as defini- 
tions, sample structure, data collection, response 
rates, and sampling variances. More comprehen- 
sive treatment of these and other matters is being 
offered in a separate series of technical publica- 
tions,1.9.10 three of which have been issued thus 
far. The first of these papers dealt with the pur- 
poses, objectives, origin, and program of the 
Health Survey. The second is a detailed description 
of the statistical design of the household survey. 
The third is an exposition of the concepts and 
definitions employed in the household survey. 

The initial household -survey design gave un- 
usual emphasis to the securing of separate esti- 
mates for a large number of géographical sectors 
of the country. This course was taken in order to 
provide data which would detect the highlights of 
geographical differentials, even though it was ap- 
parent that the scale of operation was such that 
sampling errors for individual geographic sectors 
would be very substantial. Three factors have led 
to a design modification which is to be introduced 
the first week in January. These factors are (1) 
trends in consumer desires, and especially as 
expressed by advisory bodies, toward greater 
emphasis on national figures including some- 
what finer detail in subject matter; (2) after 18 
months of collection, the existence of data which 
can be tabulated by relatively small geographic 
sectors and thus perhaps permit a partial real- 
ization of the earlier demand for such information; 
and (3) the experience in operation of the survey 
which has pointed the way toward certain effi- 
ciencies. At a later date descriptions of the de- 
sign modifications -which do not change the house- 
hold- interview survey in any of its fundamental 
structural features -will be prepared. There are 
noted here just three leading features of the 
changes. 
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1. In line with the trend of consumer interest, 
resources have been reallocated to give 
greater emphasis to statistics of national 
totals based on 52 weeks of interviewing. 
But estimates still can be prepared for 12 
geographic regions and for 4 different de- 
grees of concentration of population. 

2. The number of Primary Sampling Units 
(PSU's) has been changed from 372 to 500 
in accord with the evidence of data on unit 
costs. Some PSU's will appear in the sam- 
ple each week; some only once a year; the 
average number of appearances in a year 
for a single PSU is six. Each week's sam- 
ple will contain some 50 -60 PSU's and 
each quarter's sample approximately 400 
PSU's. Each week's sample continues to 
be a representative sample of the pop- 
ulation. 

3. These two changes and others of lesser 
impact will yield a 25- percent reduction 
in variance for the new design over the old, 
with respect to a typical National Health 
Survey national statistic based on a full 
year's interviewing. 

All that has been said thus far, on both method- 
ological and substantive matters has given primary 
attention to results based on interviewing over 
a year or perhaps a calendar quarter. And indeed 
that emphasis is in accord with planning and policy 
of the Health Survey. In the very first weeks of 
operation of the household survey, an event oc- 
curred which, coupled with basic survey design, 
has led to experimental work in a somewhat dif- 
ferent area. 

The event was the epidemic of Asian influ- 
enza. The design feature was the fact that each 
week's interviewing in the National Health Sur- 
vey is a representative sample of the population. 
Since there was urgent demand for information on 
the course of the epidemic, many people felt the 
new Survéy should attempt to trace that course on 
a weekly basis. 

It should be recalled that there are only about 
700 households in each weekly sample. The Health 
Survey had never expected to attempt a weekly re- 
port on any topic. But Asian influenza was thought 
to be a phenomenon of very high incidence and 
desire for statistics on the topic was insistent. 
Accordingly, there was some hurried investigation 
of the possibilities. Since the investigation was 
sufficiently promising, the Public Health Service 
decided to issue weekly provisional releases on 
number of new cases of acute upper respiratory 
diseases (including pneumonia and influenza), and 
average number of persons in bed each day from 
such diseases. These reports were issued through- 
out the epidemic and then were extended to pro- 
vide weekly data for the period from July 1957 to 
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May 1958." At the peak of the epidemic there 
were nearly 12,000,000 new cases a week, and 
more than 6,000,000 persons were in bed. 

The experience with what in shop talk came 
to be known as the Flu Data has led to explora- 
tion of other possible useful features of weekly 
data from the Health Survey. These explorations 
have not yet resulted in definite conclusions, al- 
though they may be characterized perhaps as en- 
couraging. It is likely that any weekly estimates 
which may be produced would be useful on a ret- 
roactive, rather than a current basis. 

The statistical features of this investigation 
and particularly the problems of estimating pop- 
ulation parameters and sampling variances are 
intriguing. The present paper will not be diverted 
to those problems. One or two aspects may be 
noted briefly, however, not only for their intrin- 
sic interest, but because they suggest features of 
the Household Survey which have implications 
outside the matter of estimates based on one 
week's interviewing. 

For several types of conditions persons each 
week are asked in the Health Survey for onset of 
illness: (1) "Last week or the week before," and 
(2) separately for "Last week" and for "week be- 
fore." Thus if is the true measure of incidence 

for week i for a particular type of illness, two 
primary estimates of are 

the estimate for "last week" obtained 
from interviewing in week (i +1), and 

, the estimate for "week before" ob- 
tained from interviewing in week (i +2). 

A number of other estimates may be derived 
from these primary estimates. Among those to 
which special attention has been given in our in- 
vestigations are derived estimates u! and xi de- 

fined by the following equations. 

(1) 

(2) 

= + ai), and 

+ ui+1). 

The latter quantity x' has several attractive 

features as an estimator of al. It is a weighted 

average of four primary weekly estimates, two 
of which referred originally to week i, one to 
week (i -1) and one to week (i +1). The estimate 
x! comes from two weeks of interviewing in weeks 

+l) and (i +2), rather than from a single week. 
These characteristics give xi a relative sta- 

bility as compared with several other possible es- 
timates. Specifically, the variance of xi is for all 

items less than that of a and for some items is 

a much smaller fraction of the variance of al. 

The statistic x' is a biased estimate. Its ex- 

pected value being ai+1 
+1 

-2a1). It is 

apparent, however, that the form of the bias is 
such that bias will be small for most statistics in 
most periods, except possibly for the trend turn- 
ing point of a very rapidly changing phenomenon. 
Even in such instances, the bias is not a cumulat- 
ing one, and is almost certain to be minor over a 
period of several consecutive weeks. Figure 1 re- 
flects the interviewing and estimation scheme 
just described. Experimentation with weekly data 
continues. It is expected that conclusions on tech- 
nical characteristics of these data will be reached 
shortly. Attention will turn then to more specific 
consideration of whether and how they can make 
an informational contribution to the program. 

Other Technical Developments 

During the past year most technical statis- 
tical work outside that connected immediately with 
the continuing household interviews has been re- 
lated to testing or exploring certain aspects of 
possible alternative schemes of measuring health 
phenomena. This work is being done largely by 
other organizations under specifications and con- 
tracts prepared by the Health Survey. It includes 
such activities as: 

A. Efforts to develop an effective standard 
questionnaire for taking medical histories 
as part of a procedure for a health exam- 
ination survey, i.e., a survey in which 
medical and dental examinations are ad- 
ministered to a sample of persons. This 
work is being done by the Survey Research 
Center, University of Michigan. 

B. Analysis of differences between informa- 
tion from a household interview and medi- 
cal records on diagnoses of chronic dis- 
ease, and on the fact of hospitalization, 
for a selected group of members of the 
Health Insurance Plan of Greater New 
York City. 

C. Pilot study of hospitalization of decedents, 
since the household interview covers the 
living population only. This investigation 
is being conducted by the National Office 
of Vital Statistics. 

D. Study of attitudes toward participation in 
a health examination survey, being con- 
ducted by the National Opinion Research 
Center. 

These projects and others are currently in prog- 
ress. A preliminary report on the attitude study 
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just mentioned has been given by Borsky and 
Sagen'2 in a paper presented at the American Public 
Health Association meeting in St. Louis. The Na- 
tional Health Survey expects to institute a health 
examination survey at a later date. This was the 
reason for the study on motivation, since both 
evidence and opinion have suggested that non - 
response will be a major problem for the pro- 
posed health examinations. Borsky and Sagen con- 
cluded tentatively that favorable response is cor- 
related with favorable attitudes toward doctors, 
medical research, and the government's role in 
health matters. They noted too, a close relation- 
ship between acceptance of the examination and the 
individual's concern over his own health. The 
next step is to see if these findings can be used in 
reducing the nonresponse rate. 

The Health Examination Survey 

In point of time the continuing household sur- 
vey is the first major NHS activity. The second 
major NHS undertaking is expected to be a Health 
Examination Survey. As has been evident from 
previous remarks, this survey is in its planning 

and testing stages. The precise form which it 
will take has not been finally determined. The gen- 
eral plan contemplates the selection of a small 
probability sample of the population, and the ad- 
ministering of a limited single visit medical and 
dental examination to persons selected. The ob- 
jective is to obtain medical statistics that cannot 
be gathered by other types of surveys, and in 
particular, to complement information obtained in 
the household survey. 

Theoretical and experimental work in this 
survey have included in the past year -in addition 
to those items already mentioned -such matters 
as general survey and sample designs, proper 
content of examination, methods of conducting ex- 
amination, and a pilot study of the project con- 
ducted in the Washington, D. C., metropolitan area. 
The pilot study applied to a sample of 180 persons, 
ages 18 -64, who had been given the usual house- 
hold interview and who had been offered the health 
examination. Examinations were actually given to 
119 of the 180 persons. Experience in this pilot 
study is being analyzed while two more pilot 
studies are being planned, one in a smaller city, 
and one in a rural area. It is hoped that these 
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three studies will provide sufficient information 
that they may be followed by initiation of the Health 
Examination Survey itself. 

Evolutionary Pattern of 
the National Health Survey 

One final item should be added to this sam- 
pling of developments in the National Health Sur- 
vey. This is an idea which was present at the 
start of the program and which has become one of 
the guiding principles of the Survey. It is that the 
National Health Survey is no single specific pro- 
cedure, but rather is a coordinated set of under- 
takings intended collectively to provide intelli- 
gence on the health conditions of the population - 
and further that the Survey is an evolutionary pro-, 
gram which must develop in response to need and 
experience. 
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WHAT AMERICANS THINK ABOUT THEIR MEDICAL 

By: Jacob J. Feldman, National Opinion Research Center 

In recent years considerable interest has 
been expressed concerning the public's image of 
the medical establishment. In part, this inter - 
eat stems from public relations concerns. The 

spokesmen for medical organizations assume that 

favorable public opinion will serve to protect 

the current situation of the profession. It is 

feared that popular sentiments of distrust and 

hostility might be translated into unfriendly 

legislation or into some other undesirable conse- 

quences. Thus, there appears to be a great dial 

of anxiety among medical leaders concerning what 

people think of doctors. 

There is also a second reason for concern . 
about the public's sentiments on this issue. At- 

titudes are assumed to be major determinants of 

the extent :to which medical facilities are uti- 

lized. It is held that antipathy towardsidoctors 
can act as a barrier to a person's seeking medical 

care. Consequently, we see that both health edu- 

cators and leaders of organized medicine are 

quite concerned with how satisfied or dissatisfied 

the public is with the medical care which is 
available to them. 

A number of journalistic accounts of public 
thinking on this subject have appeared in the mass 
media in recent years. They have been based pri- 
marily on hearsay rather than on systematic inves- 
tigations, and so only the views of the more vocal 
advocates or critics of the medical profession are 
brought forward. One gets the impression, though, 
from most of these accounts, that the public is 
undergoing a widespread disenchantment with medi- 
cine. Ostensibly, a substantial segment of the 
public yearns for the "good old days" of the 
"horse- and -buggy doctor" and no longer holds the 
medical profession in high regard. Let me para- 
phrase a few sentences from a recent magazine 
article on the subject: 

According to the snap answers of most 
people you meet, a substantial majority of 
the population firmly believes that the U.S. 
medical profession is formed almost entirely 
of men who are avaricious, self -seeking, 
inhuman, lackadaisical, arrogant, and hypo- 

critical. It is only recently that the 
medical profession has had to face this 
reaction of widespread and intense suspi- 
cion. Even thirty years ago the U.S. 
physician was generally held in pretty 
high esteem, even though his patients got 
a good deal less scientific diagnosis and 
care -- and died a lot earlier -- than is 
the rule today. For all that, the doctor 
was a leader in Iis'communitÿ, was looked 
on not just with respect, but with affec- 
tion, too. 

Now all this has changed. Affection 
has just about gone, and respect has 
dwindled. Even those who swear by their 
own physician's decency and honesty "know" 
that most other doctors are as rich as 
Croesus, drive nothing but Cadillacs, 
persistently cheat on their taxes, and 
are always boosting their already sky -high 
fees. 

The article which I have just paraphrased 
goes on to explain why the medical profession is 
held in such disrepute by the public. Actually, 
this particular article happens to be a rather 
well -balanced and intelligent evaluation of the 
current position and problems of the medical pro- 
fession. It is, in part, a defense of the profes- 
sion against unjust criticisms and stereotypes 
ostensibly held by broad segments of the public. 
But the general soundness of this particular arti- 
cle does not concern us here. The present issue is 
the accuracy of the author's image of what the gen- 
eral public thinks of doctors and medical care. 

In discussing this question I will draw pri- 
marily on data collected by the National Opinion 
Research Center during the summer of 1955. At that 
time we conducted interviews with an area- probabil- 
ity sample of some 2,400 adults. We also conducted 
interviews with random samples of some 450 physi- 
cians and 450 pharmacists whom members of the gen- 
eral public sample had designated as their regular 
physicians and pharmacists. The general public 
interviews averaged over two hours in length and 
covered a wide range of issues pertinent to the 
utilization of medical facilities. There were, 
for instance, batteries of questions tapping the 
individual's level of medical knowledge, his con- 
ception of the need for medical care in various 
situations, his attitudes toward doctors and hospi- 
tala, his satisfaction with the care he and his 
family had recently received, his health status 
during the preceding year, his own and his family's 
medical utilization and expenditures during the 
preceding year, and many other topics. Obviously, 
none of these areas could be probed very intensive- 
ly in an omnibus survey of this type, but the wide 
range of issues touched upon enables us to view our 
data within a rather broad context. 

The study was financed and sponsored by the 
Health Information Foundation. Paul Sheatsley of 
NORC and I are currently in the throes of preparing 

a comprehensive interpretive report of the results. 
Today I shall touch on only a few of these results. 

Our respondents were given ample opportunity 
to express the negative sentiments to which the 
previously discussed magazine articles alluded. 
For instance, a series of statements, involving 

*The data upon which this paper is based were derived primarily from a survey financed 
by the Health Information Foundation. A portion of the costs of preparing this parti- 
cular paper was borne by a general grant to NORC from the Behavioral Sciences Division 
of the Ford Foundation. 
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supposedly coon criticisms of doctors, was sub- 
mitted to the respondent and he was asked whether 
or not he felt each statement was true of most doc- 
tors. Such an approach should, if anything, lead 
to an overestimate of the prevalence of dissatis- 
faction. It is extremely easy, with such a ques- 
tion structure, for the respondent to reflect back 
the negative stereotypes with which he has un- 
questionably come in contact in the past. Yet we 
generally found a majority of our sample rejecting 
these stereotypes. For instance, seventy per cent 
of the respondents rejected the validity with re- 
spect to majority of doctors of the following 
statement: "They don't give you a chance to tell 
them exactly what your trouble is." Sixty -three 
per cent rejected: 'They don't take enough per- 
sonal interest in you." Sixty -six per cent dis- 
agreed with: "Doctors like to give you medicine, 
even if you don't need it." Admittedly, some of 
the other critical statements elicited greater 
agreement. Half the respondents considered as 
applicable to most doctors the statement: 'They 
don't tell you enough about your condition; they 
don't explain just what the trouble is," while 
almost half accepted: "Doctors make you wait en- 
tirely too long when you try to see them in their 
office." Thus, certain complaints attributed to 
the public are actually fairly widespread. Still, 
by and large, the medical profession seems to come 
off quite well if one considers the devastating 
character of the line of questioning employed in 
this study. 

This stereotyped -statement device has also 
been used by several other agencies in connection 
with studies of attitudes toward doctors. Their 
results have been quite similar to ours. For in- 
stance, a study conducted by Ben Gaffin and Asso- 
ciates for the AMA examined, by this device, the 
extent to which greed and arrogance are attributed 
to doctors.! Gaffin found a much lower prevalence 
of the ascription of such undesirable traits than 
would have been predicted on the basis of the 
aforementioned journalistic assessments. In gen- 
eral, he found that the vast majority of the pop- 
ulation hold their own doctors in remarkably high 
esteem. Sentiments toward the profession as as 
whole are far less favorable than those toward 
one's doctor. Still, one could hardly help 
concluding that most people attribute relatively 
few faults even to doctors as a group. 

Doctors are obviously not blindly worshipped. 
There is clearly quite a bit of dissatisfaction 
with the amount and frankness of the explanations 
which doctors give concerning what ails their pa- 
tients. There are also rather common complaints 
about the amount of time allotted to each patient 
and the amount of time a patient has to spend in 
the waiting -room before he can see his doctor. 
But there is some evidence that these problems are 
viewed as being somewhat beyond the doctor's con- 
trol. They are felt-to be situationally induced 
rather than manifestations of flaws in the doctor's 
character. For the vast majority of the population, 
the good qualities of doctors seem to outweigh their 
faults by a rather substantial margin. 

The pattern of intercorrelation among the 
agree -disagree -type items from the NORC survey has 

also been examined. While there is clearly a com- 
mon esteem -antipathy factor underlying all these 
items, this factor can explain only a relatively 
small portion of the variance for the bulk of the 
items. It seems clear that attitudes toward vari- 
ous facets of the doctor -patient relation are rea- 
sonably differentiated. The "halo effect" appears 
to operate less strongly in this area than in many 
others because practically everyone has either per- 
sonal or vicarious experiences with doctors rather 
frequently. These experiences tend to be somewhat 
idiosyncratic and thus preclude a rigid patterning 
of the attitudes toward different aspects of the 
relationship. One person may be led to complain 
about the fact that one has to waste a lot of time 
in the waiting -room, but he may be satisfied with 
the thoroughness with which the doctor explains 
one's ailments. Another person, with different 
experiences, may complain about the lack of thor- 
oughness of doctors' explanations but not about 
having to spend excessive time waiting to be seen. 
This may imply that the conceptions which many 
people hold about doctors are quite solidly ground- 
ed in experience rather than being mere expressions 
of more general attitudes. 

We also have a substantial amount of other 
data from our 1955 survey which confirm the gener- 
ally favorable light in which physicians are seen. 
I have time to touch on this additional evidence 
only briefly. For instance, we found that a vast 
majority of the population considers the social 
standing of physicians to be extremely high. We 
have reason to believe that this ascription of high 
social standing to physicians is a sign of respect. 
It is interesting to note, in passing, that studies 
made by sociologists in eight foreign countries 
suggest that physicians are held in extremely high 
esteem in almost every advanced nation. 

Turning to a different series of questions, 
our respondents were asked to what or to whom they 
gave credit for the improvement during the past 
thirty years in the chances of having good health. 
Many people answered this question in terms of gen- 
erally improved living and working conditions for 
the population as a whole, the marked reduction in 
the prevalence of extreme poverty, the increased 
medical sophistication of the lay public, and the 
discovery of new drugs. Still, a majority of our 
sample credited the medical profession along with 
these other factors. Doctors were seen as being 
better trained, more knowledgeable, and better 
equipped than they were thirty years ago, and the 
public seems to accord the profession due credit 
for medicine's advances. 

We also submitted a list of eighteen traits 
to the members of our sample. They were then asked 
to select those traits which characterize the kind 
of doctor they themselves liked best and those 
which characterize the kind of doctor liked least. 
A majority of the respondents selected as among the 
most desirable traits: "Very up- to- date." This 
trait of modernity was selected as desirable second 
most frequently among the eighteen traits, being 
outranked only by 'Takes his time." Meanwhile, half 
the respondents selected "Old- fashioned" as an un- 
desirable trait for a physician. "Old- fashioned" 
ranked second only to "Expensiveness" as an 



undesirable trait. Thus we are forced to question 
the notion that people look back with nostalgia at 
the "good old days" and yearn for the family doc- 
tor of their childhood. 

Unquestionably, the public's image of today's 
doctors as being far better equipped than their 
predecessors to cope with illness may in large 
part account for the aforementioned preferences. 
Evidence from a 1958 NORC nationwide survey of 
urban residents2 confirms, in this connection, 
the findings of the 1955 study. Ninety per cent 
of the respondents thought that "doctors today 
know a lot more about treating sicknesses than 
they did thirty years ago," while an even greater 
majority thought that "the medicines we have today 
are much better than they were thirty years ago." 
These views, coupled with the salience to the pa- 
tient of his physician's technical competence, 
serve as at least circumstantial evidence in sup- 
port of the hypothesis that the esteem in which 
doctors are now held is based to a large degree on 
pragmatic considerations. In other words, people 
are satisfied with doctors because, relative to 
the past, doctors are now successful in their 
treatment of many conditions. 

The question still remains whether the tech- 
nical efficiency of contemporary physicians need 
be viewed as serving to compensate for otherwise 
deteriorated physician -patient relationships or 
whether this relationship has not been particularly 
suffering deterioration in the first place. It 

has been held that doctors today are more imper- 
sonal and cold with their patienta than used to be 
the case.3 Yet in the aforementioned 1958 NORC 
study, only one -third of the respondents thought 
that doctors today tend to take any less interest 
in their patients than did doctors of thirty years 
ago, and, in fact, almost half of the respondents 
thought that the situation had actually improved 
Over the past.4 It must be admitted that the doc- 
tor- patient relationship may have been at its best 
far longer ago than the 1920's. Perhaps the refer- 
ence period in our survey questions involved a time 
at which the relationship had already become less 
satisfactory than it had been. But it seems highly 
unlikely that the public makes such fine distinc- 
tions in responding to survey questions. Thirty 
years age and the last two or three generations 
are probably essentially equivalent in the inter- 
view situation. If this assumption is granted, 
then we must conclude that the bulk of the popula- 
tion does not romanticise the doctor -patient rela- 
tionship of the past at the expense of the contem- 
porary relationship. 

Whether people generally still expect or re- 
quire the same degree of personal intimacy and 
paternalism in their relations with doctors as 
people did several generations ago is at least 
open to question.5 But whatever the degree of 
intimacy and warmth people would generally like 
to see shown by their doctors, only a minority 
seem to be disappointed by the present situation 
and yearn for the "good old days." 

In passing, it might be noted that the medi- 
cal profession's public relations were never as 
glorious as they are sometimes made out to have 
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been. There is evidence that many people were 
aware in the past that doctors' healing abilities 
were at best severely limited and that their ethics 
were not beyond reproach. Shryock has shown that 
American doctors were in considerable disrepute up 
until the early twentieth century.8 Apparently 
the situation did not improve very much even at 
that time. An extremely unsystematic survey con- 
ducted in and around Chicago during 1922 claimed 
to find a fantastic amount of hostility against 
the medical profession.? Doctors were described 
as rapacious, pompous, arrogant, inconsiderate, 
and so on. This was at a time when, according to 
some contemporary authorities, the medical profes- 

sion was supposedly accorded nothing but deifica- 
tion by a grateful populace. 

Actually, the medical profession has probably 
been rather widely esteemed at least for the last 
several generations. But throughout that time the 
opinion has been frequently expressed that the 
public's acceptance of the profession is currently 
on the downgrade. This situation is reminiscent 
of a well -known exchange between the editor of 
Punch and a disenchanted reader. In response to 
the reader's complaint that Punch was no longer as 
good as it used to be, the editor retorted, "It 
never was." 

Returning to 1955, we followed up our query 
concerning which traits the respondent desired in 
his doctor with the following questions: "Would 
you say there are many doctors who are all of 
those` things you mentioned, only a few doctors 
like that, or hardly any ?" A majority of the re- 
spondents answered "Many," and only five per cent 
said "Hardly any." Here again we see that a sub- 
stantial part of the public finds its desires sat- 
isfied by the doctors of today. 

We also asked questions concerning the past 
medical experiences of the respondent and his ac- 
quaintances, the respondent's satisfaction and 
dissatisfaction with his own and his family's 
recent experiences with doctors, his feelings about 
the fees charged by doctors, his feelings about the 
quality of medical service available in his locali- 
ty, his feelings about his own regular doctor, and 
several other related subjects. While there was 
certainly some criticism voiced against them in 
response to each of the questions, by and large, 
doctors received an overwhelming vote of confi- 
dence. I might add that the general tenor of our 
results has been confirmed by several other surveys 
conducted both prior and subsequent to ours.8 

In general, doctors themselves appear to be 

aware of their favorable position in the eyes of 
the public. For instance, we asked our sample of 
physicians: "Do you think most patients give the 
physician too much credit, about the right amount, 
or too little credit for his part in their re- 
covery?" Fully eighty -six per cent of the phy- 
sicians responded, 'Too much," or "About right," 
while only eleven per cent said, 'Too little." 
This would seem to confirm our assessment of the 
public's feelings on this matter. 

I hope that in the process of demolishing the 
straw man of public antagonism toward the medical 
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profession, I have not committed the opposite ex- 
cess of creating the image of a totally satisfied 
public. There is, as I have pointed out earlier, 
substantial criticism concerning a number of par- 
ticular facets of medical care. But a crucial 
qualification in this regard is that this criti- 
cism is tempered by two considerations: First, 
there is a tendency to absolve doctors from full 
responsibility for many aspects of medical care 
which laymen find irritating. Situational factors 
like a shortage of doctors or excessive demands by 
other patients are frequently held to account for 
shortcomings in the doctor -patient relationship. 
Second, many of the criticisms involve aspects of 
medical care which the patients consider to be of 
only secondary importance. Patients generally 
seem to be most concerned that the doctor be com- 
petent and personally pleasant toward them. 
Patients seem to overlook certain peripheral flaws 
and foibles if they have confidence in their doc- 
tor's ability and if they feel he treats them in a 
friendly fashion. 

Nevertheless, I'd like to examine briefly 
some of the correlates of critical attitudes to- 

ward doctors, for whatever light this may shed on 
the situation. First of all, we find that criti- 
cisms are generally considerably more prevalent 
among respondents of lower socio- economic status 
than among respondents of higher status. This is 

hardly an earthshaking surprise, since it is in 
accord with all past research and speculation on 
the subject. Still, we should like to understand 
better the processes which underlie this relation- 
ship. We have not progressed far enough in the 
analysis of our data to say anything definitive 
about this, but please allow me to offer a few 
alternative speculations. First of all, there is 
evidence that people of lower socio- economic status 
actually experience poorer medical care than do 
people of higher status. Lower -class patients 
more frequently receive their medical care from 
less well -qualified physicians, for economic and 
ecological, as well as social and cultural, rea- 
sons.9 In addition, they may sometimes not be 
treated quite as well as wealthier patients. These 
experiences are likely to color their conception 
of the medical profession as a whole and thereby 
induce the aforementioned antipathy. 

A second possible explanation centers on the 
fact that lower - status individuals are more nega- 

tive in their reactions, also, to many non -medical 
institutions than are individuals higher status. 
This may be due to historical influences operating 
through the sub -culture of the lower classes, to a 
negativism in general outlook induced by a hard lot 
in life, to limited access to the more gratifying 
constituents of institutions, or to a number of 
similar factors. In any event, the lower -class 
disaffection from the medical establishment is in 
line with its reaction to other contemporary in- 

stitutions. 

A third explanation is of a more methodologi- 
cal character: It is known that less- educated peo- 
ple are more prone to accept stereotyped notions 
than are the more educated. Thus, we may well be 
exaggerating the extent of dissatisfaction that 
our lower -class respondents actually feel. It 

should be made clear that the correlations between 

class position and attitudes toward physicians are 
in many instances of only a moderate magnitude to 
begin with, so whatever exaggeration has taken 
place could markedly affect the meaning of the 
results. 

Older people were generally more critical of 
physicians than were younger people. Of course, 
older people have, on the average, much lower in- 
comes and have had much less formal education than 
have younger people, and so the previous considera- 
tions are applicable here. In addition, there may 
be generational differences in the appreciation of 
the medical profession in reflection of historical 
changes in cultural norms. Another possible ex- 
planation lies in the fact that older persons suf- 
fer primarily from chronic illnesses. In truth, 
the medical profession is powerless to influence 
the course of many of the infirmities of the aged 
in comparison to what it can do for younger pa- 
tienta. Thus, the dissatisfaction expressed by 
the older segments of the population may be groun- 
ded on the relative inability of doctors to be of 
much help to them. 

We also find that those who consider them- 
selves to be in poor health are more critical of 
doctors than those who consider themselves in bet- 
ter health. Since lower- status and older persons 
consider their health to be much worse than do 
higher -status and younger people, the previous raft 
of hypotheses is relevant here. In addition, those 
who designate themselves as unhealthy have tremen- 
dously more first -hand experience with doctors than 
do those who feel healthy. Familiarity actually 
seems to breed contempt. The frequent users of 
medical care have had a far greater exposure to 
the risk of the occurrence of exasperating experi- 
ences with the medical establishment." They have 
thus had such more opportunity to become disaffec- 
ted with certain features of medical care than have 
individuals who turn to it more rarely. Several 
other factors also seem relevant. The chronically 
ill obviously cannot, by definition, be completely 
cured by their doctors. Also, an unhealthy person 
tends to be highly involved emotionally in his re- 
lations with his doctor; flaws in that relation- 
ship are, therefore, likely to be more salient to 
him than to a healthier individual, and, anyhow, 
the ill tend to be chronic complainers. We can 
thus see that there is no shortage of explanations 
for the correlation between health status and atti- 
tudes. In fact, it's rather surprising that this 
correlation is not of greater magnitude than it 
actually is. 

I might add that even though socio- economic 
status, age, and subjective health status are 
heavily intercorrelated, we cannot view the asso- 
ciation between any one of them and attitudes 
toward the medical profession as totally spurious. 
The partial correlations stand up well enough to, 
consider each as an independent variable. 

In closing this brief discussion of the corre' 
lates of dissatisfaction withthe medical establish- 
ment, we might ask what difference it makes how 
people feel about doctors. At the beginning of 
this paper, it was indicated that many health edu- 
cators consider negative attitudes toward doctors 
as constituting a serious barrier to the medical 



attendance of illness. There is unquestionably 
some truth to this supposition, but we have some 
rather curious evidence to the contrary. As was 
suggested earlier, familiarity breeds contempt, so 

it is not too surprising that high utilization and 
disaffection with the medical profession should be 
concomitant with each other. This means that peo- 
ple with quite negative attitudes toward doctors 
utilize their services a great deal, so we imme- 

tely see that the negative attitudes are not an 
insurmountable barrier. Still, we might suppose 
that the individual's feelings toward doctors act 
as an intervening variable between his perception 
of his state of health and his utilization of phy- 
sicians' services. All other things being equal, 
a person who views doctors as having few faults 
should utilize their services more frequently than 
a more antagonistic person. Well, we have corre- 
lated attitudes toward doctors with the number of 
times a doctor was seen during the past year, con- 
trolling by a rather refined index of perceived 
medical needs. This partial correlation still 
turns out to be remarkably close to zero. In gen- 

eral, it seems that if a person recognizes that he 
is ill, he will generally consult a doctor no mat- 
ter what he thinks of the profession as a whole. 
Lord Byron, of all people, apparently recognized 
this fact about a century and a half ago. He 
wrote, in his Don Juan: 

This is the way that physicians mend or end 
us, 

Secundum artem: but although we sneer 
In health -- when ill, we call them to attend 
us, 

Without the least propensity to jeer. 

Canto X, St. 42. 

I shall not here attempt to go beyond the ex- 
planation implicit in Lord Byron's formulation. 
All I can do is refer you to the forthcoming volume 
by Paul Sheatsley and myself, in which, it is to be 
hoped, there will appear an even more credible 
explanation of the low correlation between atti- 
tudes and behavior. 
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DISCUSSION 

By: Sam Shapiro, H.I.P.* 

As the discussant on this program, I am in a 
somewhat equivocal position, one might say a com- 
promised position. For the past 4 - 5 years, I 
have been associated in one way or another with a 
number of the research projects carried out by 
HIF -NORC and as Walt Simmons has mentioned, for 
the past year or two, we at H.I.P., have been 
under contract with the NHSP to conduct one of 
their important methodological studies - the 
cross -checking of medical record infoimation,re- 
garding medically attended illness against house- 
hold survey reports of these illnesses. 

However, I am not particularly concerned 
about these associations unduly coloring views 
since I am also in the position of a consumer of 
the data being produced by the two organizations. 
Actually, their records of accomplishment are al- 
ready so clear that I would be remiss if I were 
to ignore them. There is no serious discussion 
today of medical care financing or health insur- 
ance that does not utilize the results of H.I.F.'s 

research and the prospect is that H.I.F. will 
continue to play a critical role in finding so- 
lutions to the problems that plague the health 
insurance and medical care fields. 

In the case of the NHSP, we have already 
seen the unusual happen - the release of a multi- 

plicity of survey results within a few months of 
the completion of the field work. This undoubt- 

edly is one of the values of the continuous sam- 
ple design described by Walt Simmons. Also, 

major strides have been made in generating meth- 

odological studies in the brief period of NHSP's 

existence. 
Having H.I.F. and NHSP on the same program 

inevitably leads to a joint consideration of their 
research activities. Both have a continuing con- 
cern with health and medical care - they are to 
be in business, hopefully, for a long time. Both 

have been dependent on the household survey as the 
primary source of information. And both have been 

producing base line data with an eye principally 
to national consumption. 

There are some obvious differences of a sub- 

stantive and methodological nature between the 2 

organizations. H.I.F. has concerned itself with 

economic issues and with attitudinal and percep- 

tional influences on health and medical care be- 

havior. The NHSP, on the other hand, is cur- 

rently concerned with measurement of morbidity, 

impairment, disability, volumes of medical care, 

types of care and the like. To be sure there is 

some overlap, but I think there is little danger 

of the 2 organizations getting in each other's 
way. 

There are research issues that present spe- 

cial problems for governmental agencies to ex- 

plore, which a non -governmental group can investi- 
gate almost without inhibition. Jack Feldman's 

paper is a case in point. It is focused on the 

probing of attitudes and the searching of socio- 

psychological correlates of behavior in the med- 

ical care field. These are research prongs that 
will continue to fall, I believe, in the province 

of "private enterprise." 
The preview of the type of data Sheatsley 

and Feldman are incorporating in their book, 
strongly suggests that they will have a wide au- 
dience. Despite overtones of pessimism 
about what the health educators are likely to.get 
out of the material - especially since it seems 
to fly in the face of dogma - I think the find- 
ings are of great interest and use. The fact 
that a sizable minority in the population have 
negative attitudes on the components of doctor - 
patient relationship covered in the survey is im- 
portant to people involved in dispensing medical 
care on an organized basis. It gives them a per- 
spective on the problems they face and a frame- 
work for investigating their own situations. 

I do not want to engage in a critical review 
of the specific pointa made in Feldman's paper 
but I do wonder whether the tentative conclusion 
of no association between attitudes towards doc- 
tors and receipt of medical care can be accepted 
without further analysis. There may be some ques- 
tion about the measure that was used to assess the 
influence of attitudes on behavior. Frequency of 
doctor visit is a very crude measure which may 
well conceal responsiveness to a set of symptons. 
I think Feldman put his finger on the issue when 
he said "it seems that if a person recognizes that 
he is ill, he will generally consult a doctor no 
matter what he thinks of the profession as a 
whole." But, the point is when does a person re- 
cognize that he is ill? Do his attitudes towards 
the medical profession influence this recognition? 

To return to main theme, the comparison of 
the H.I.F. and NHSP programs, interspersed with a 
few critical comments, there are some interesting 
differences between the 2 in methodology and cov- 
erage. H.I.F. has used national probability 
samples for most of its major inquiries but has 
not hesitated to use local settings when these 
could help illuminate particular problems that 

would be difficult to investigate nationally. All 

of the studies are of an ad hoc nature - one -shot 
enterprises, with an emphasis on issues that are 
immediate. There is a tendency, therefore, to 
speed up the whole process of methodological de- 

velopment with calculated risks taken. There is 

also a tendency not to make its experiences and 

knowledge gained generally available. For exam- 
ple, in the national cost study, information re- 

ported on interview regarding hospitalization and 

costs was checked against hospital records. The 

findings of this reliability check would be of in- 

terest to other groups using the household Inter- 

view as the source of data on hospitalization. 
But the details of this study have not been pub- 
lished. 

One other study currently underway has the 
potential for providing unique data on the reli- 
ability of medical care information obtained via 

the household interview. In this investigation, 
2 sources of information were used, with consid- 
erable overlap. The sources were the household 
interview and the records of physicians' services 

and hospital care in the health insurance plans 

where the families were enrolled. A.I.F. can per- 
form an extremely useful service for the field as 
a whole by providing the opportunities to study 



these materials in detail. future efforts 
elsewhere to exploit health insurance plan re- 
cords as a source of data would profit from this 
experience. 

NHSP is apparently even more heavily com- 
mitted at this point than H.I.F. to the produc- 
tion of national data, with the household survey 
the primary mechanism. Regional data, although 
relegated to a secondary position, are not to be 
ignored, and it is to NHSP rather than H.I.F. or 
arty other non - governmental group that we will be 
looking for regional information. The resources 
required to produce data quickly outstrip 
the capacity of other groups - as witness the 
difference in sample size between H.I.F. studies 
and NHSP - about 3,000 households in H.I.F. and 

35,000 households in NHSP. 
Even with the production of regional data 

there will always be a gap in what NHSP can pro- 
vide for the consumer at the local level. I do 
not know who should be concerned with the ques- 
tion of how to go from the national product to the 
local situation, but it does need attention and in 
time NHSP should be interested in advancing ideas 
on ways to resolve the problem. 

Simmons has also mentioned that the develop- 
ment of trend data is an integral part of the pro- 
gram. This gives the organization an aura of 
permanence but 'permanence' cannot be bought with 
trend data. The longevity of NHSP will be direct- 
ly related to its ability to contribute a quanti- 
tative basis for dealing with specific national 
problems of an immediate and long term nature. 
This, of course, will require a flexible program 
utilizing a variety of approaches, possibly in- 
cluding longitudinal type studies and follow -back 
studies aimed at amplifying a host of issues in- 
eluding social and economic consequences of ill- 
ness, who takes advantage of rehabilitation pro- 
grams, knowledge regarding these programs, etc. 

Many of these issues do not lend themselves 
to a simple expansion of the regular interview but 
require special questionnaires quite different 
from the usual census type. Walt Simmons and 
Forrest Linder have put the matter succinctly in 
this way- "The Survey is a program of surveys, 
which use different approaches and have different 
end objectives as both the techniques and the 
needs for data evolve." What id left unsaid is 
that the NHSP has to take an aggressive role in 
clarifying these needs and that the development of 
special studies has to proceed expeditiously. 

A distinguishing feature of the NHSP is the 
special position given methodological research. 
A primary objective is to find ways of improving 
the quality of the data. But this raises the 
question of how reliable the data have to be and 
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how much of the resources Should be devoted to 
the improvement of data. For example, if it is 
found that a measure of prevalence of diabetes is 
off by 20% are we to conclude that the figure is 
grossly deficient, moderately deficient, or satis- 
factory. Obviously there is no answer unless we 
know how the figure is to be used and the conse- 
quences of a specified error. This comes back to 
the point made previously - definition of the uses 
of the statistics is of critical importance. 

There is one final comparison that I want 
to make between the 2 organizations. This has to 
do with background and modus operandi. The devel- 
opment of H.I.F.'s research program is really the 
product of 2 men Bugbee and Odin Ander- 
son with a frequent strong assist from NORC. What- 
ever philosophy of action or framework or grand 
design for research that has emerged, is their 
handiwork. There are no advisory committees, no 
policy restrictions of serious consequences, no 
axes to grind. In short, the millennium: But, 
since part of function is to "needle, I wonder 
whether an occasional meeting with a group of ex- 
perts in the field might not be advantageous as a 
way of supplementing the points of view Anderson 
now obtains informally. I am not suggesting a 
permanent advisory committee but a sounding board 
that has no "official" status. 

NHSP came into existence with a blueprint 
which contributed greatly to its birth. I am re- 
ferring to the document prepared in 1952 by the 
Subcommittee on National Morbidity Survey and 
called, "Recommendations for the Collection of 
Data on the Distribution and Effects of Illness, 
Injuries, and Impairments in the U.S." On reread- 
ing this report the other day, I was struck by the 
fidelity of the product to the model. There are 
to be sure, many areas which NHSP has not yet be- 
come involved in and many techniques mentioned 
that have not been developed or applied. The doc- 
ument encompasses activities that would take many 
years to carry out. The major problem is to de- 
termine priorities and the changes that experience 
dictates. It would be interesting to see the 
document rewritten 5 years after the started 
operating. 

In conclusion, I believe that the consumers 
of morbidity and medical care data in this country 
have much to look forward to in the products of 
NHSP and H.I.F. We can only hope that a satis- 
factory division of labor continues and that the 
field will profit not only from the substantive 
material that is produced but from the method- 
ological advances that will be made. 

Health Insurance Plan of Greater New York 
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OF SCALING TECHNIQUES AND TRE AMONG THEM 

Robert P. Abelson, Yale University 

Scaling can basically be defined as the 
establishment of rules by which a set of 
numbers can be assigned to a set of magnitudes 
of a property. Or, more simply, one can talk 
of assigning sets of numbers to set of objects 
which embody different magnitudes. In psych- 
ology, the objects may be people, physical 
stimuli, attitude statements. objects of pre- 
ference, such as aesthetic objects or commod- 
ities, and so on. 

A psychological scale using people as 
objects might be a scale of intelligence, a 

scale of some personality trait, or a scale 
of position on a controversial social issue; 
using stimuli, one might generate scales of 
subjective brightness loudness, heaviness, etc; 
a scale of attitude statements might specify 
the degree of pro -ness or con -ness of each; a 
scale of object preference would express the 
perceived value or utility of each object. 
There are other varieties of examples which 
could be given, but one thing is quite clear 
without proliferating examples; psychological 
scaling is at the outset a risky and specula- 
tive venture. The properties of intelligence, 
personality attributes, attitude, value, and 
even sensation are not well enough understood 
for quantification to be an easy and straight- 
forward matter. One hopes, of course, that the 
attempt to scale a given psychological property 
will lead to some understanding of the property. 
But understanding in turn is often pre- requi- 
site to making a reasonable try at scaling. 
It is a circular affair, like an inexperienced 
actor trying to break into show business. 

Urgent need, however, has inspired the 
development of a variety of procedures for 
psychological scaling. I will discuss some of 
them briefly, without attempting to give a 
systematized account of the entire sweep of 
methods. This has been done very excellently 
in the recent book by Warren Torgerson (1958). 

First of all, let me exclude from present 
consideration those methods which attempt to 
assign numbers to attributes of persons. There 
is in principle a duality between scales of 
persons derived by having persons respond to 
stimuli (e.g., test items) and scales of 
stimuli derived by having them judged or res- 
ponded to by persons. (Mosier, 1940; Coombs, 
1956) In practice, however, there are quali- 
tative differences between scales of people 
and scales of stimuli. People are more complex 
than stimuli; it is harder to conceptualize 
properties of people than properties of stimuli. 
People are more changeable than stimuli; next 
year's scale of people is apt to be different 
from today's. People have less conveniently 
available time than stimuli; it is easy to use 
the same stimuli again and again to learn more 
of their properties, but not so easy to use the 
same people again and again. In addition, 
there is a curious sampling conundrum upsetting 

the duality -- if you want to make a stimulus 
scale more reliable, you can simply use more 
people to respond to or judge the stimuli, 
sampling these people from a specified popula- 
tion; but if you want to make a person scale 
more reliable, you often cannot sample more, 
stimuli for people to respond to -- you must 
create or select new stimuli from an unspec- 
ified population. 

The upshot of these considerations (and 
others) is that scales of stimuli should be 
More stable than scales of people, as apparent- 
ly they are. I discuss all this because it 
will become important later. 

In discussing specific scaling procedures, 
I will want to distinguish between those tech- 
niques which make assumptions about the psych- 
ological nature of the responses to the stimuli 
and those which merely seek useful quantitative 
scales without establishing a formal model. 

Certain specific scaling procedures 

Paired Comparisons 

Experimentally, paired comparisons invol- 
ves presenting successive pairs of stimuli to 

subjects who judge which member of each pair 
is darker, tastier, more preferred, or whatnot. 

The method known to psychologists for 
analysing such data comes from Thurstone's 
Law of Comparative judgment. (Thurstone, 1927) 
Briefly, this law (or better, hypothesis) 
states that any stimulus of judgment or choice 
activates response processes which are to 
some extent variable, between individuals or 

within individuals; further, that the distri- 
bution of potential responses in Gaussian. The 
probability that stimulus A will be chosen 
over stimulus B depends upon the means and 
standard deviations of the A- distribution and 
the B- distribution and upon the assumed corre- 
lation between responses when A and B are pre- 
sented concurrently. The scale value of each 
stimulus is defined as the mean of its res- 
ponse distribution. The matrix of proportions 
of times each stimulus is chosen over every 
other is sufficient to determine within an 
arbitrary linear transformation the scale 
values of the stimuli. The normal distribution 
assumption is necessary to get the analysis 
off the-ground, although. other distribution 
forms are equally plausible. In fact, the 
paired comparison method developed by Bradley 
and Terry (1952) though couched in somewhat 
different terms, can in part be viewed as the 
equivalent of the Thurstone model, except 
that the logistic distribution is used instead 
of the normal distribution (Gridgeman, 1955). 

these two methods, then, make some claim 
to an understanding of a reality underlying 
the choices. These claims lead to internal 
consistency checks on the methods, so that 



applications yield more than scales; they pro- 
vide tests of the models (Bradley, 1954, 1955; 

Mosteller, 1951). Unfortunately these tests 
happen not to be very sensitive to minor depar- 

tures. 
One other paired comparison method, due 

to Schaff& (1952) requires that the subject 
not only choose a member of each pair, but also 
specify the degree to which the member is the 
more preferred. Scheff&'s method also makes 

assumptions, but these are in the spirit of 

statistical assumptions rather than psycholo- 
gical assumptions. Other methods, employing 

ranks or rankits, or the ingenious manipulations 
of paired comparisons matrices suggested by 
Kendall (1955), usually make no pretense to 
being formal models of the judgment process. 

Categorical or single stimulus methods 

The single stimulus methods present sub- 
jects with one stimulus at a time and require 
a numerical rating of the stimulus:rThe'pLace 
mentsccan be taken as they stand, or else some 
model can be imposed on the data. 

A popular model in psychology is the so- 
called successive intervals model (Edwards 
and Thurstone, 1952; Diederich, Messick, and 

Tucker, 1957)._ :This derives again from Thur- 
stone's judgment model. The boundaries between 
adjacent ordered categories are assigned num- 
erical values on the same underlying continuum 
as the Gaussian response distributions. There 
are internal consistency checks on the method, 
as with the Thurstone paired comparisons model. 

Guttman scales 

Guttman scaling (Guttman, 1941, 1947) is 

primarily an assumption about the nature of 
reality rather than a scaling technique per se. 
A set of stimuli or items are presented to a 
set of individuals, who respond either posi- 
tively or negatively to each item (say, the 
item might be a statement and the individual 
is to agree or disagree with it). It is 

assumed that there exists an ordering of the 
items such that if an individual agrees with a 

given item he also agrees with all items be- 
neath the given one in the ordering.' Thus the 
entire set of items constitutes a kind of 
staircase, with individuals grouped according 
to which level along the staircase they occupy. 
Empirically it always turns out that the stair- 
case pattern is not perfect; an index called 
the Reproducibility of the scale specifies the 
proportion of responses which conform to the 
perfect pattern, and investigators are usually 
happy when this index reaches .90. It has 
become a social science parlor game to 'see 
what new types of responses achieve scales with 
acceptable reproducibilities. The chief crit- 
icism of this game is that as a model of the 
nature of reality, the Guttman scale is rarely 
convincing -- the Reproducibilities generally 
lie about half-way between chance level and 
the perfection required by the model -- and 
when the requirement of perfection is fâr from 

being met, then the method loses its special 
appeal as a means of obtaining clean scales. 
It becomes no less arbitrary a procedure than 
the next man's. 

Magnitude estimation 

It has been argued by S. S. Stevens and 
others (Stevens,'1957; Stevens and Galenter, 
1957) that scaling methods based upon the use 
of variability of response, like paired compar- 
isons and successive intervals, are misguided. 
The use of intra- subject confusion on which to 
erect the edifice of measurement is decried. 
If you want estimates of subjective magnitudes, 
says Stevens, ask the subject directly. Thus 
to scale loudnesses, for example, one might give 
the subject a preliminary tone and tell him to 
call its loudness 10. Then the subject attaches 
numerical values:to subsequent stimuli in accor- 
dance with his subjective estimate of their 
loudness. A related device in the field of 

consumer preference would be to ask the subject 
how many dollars he would be willing to pay for 
each of a number Of items. 

The magnitude estimation methods have been 
making considerable recent headway in psycho - 
physics. It appears that on a large number of 
physical continua such as loudness, brightness, 
heaviness, etc., there is a common function 
relating subjective magnitude to objective mag- 
nitude. The continued use of the method depends 
heavily upon the discovery of such broad empir- 
ical relationships, for there is no internal 
consistency check on the method to verify its 
validity as a model. Indeed it is not intended 
to be model at all, but rather a straightfor- 
ward means for generating numerical scales. 

Other methods 

There'are a variety of scaling methods de- 
vised by Coombs (1950, 1952, 1954, 1958) which 
are similar to Guttman scaling in that perfect - 
ion:of response pattern is required, but which 

by and large are more flexible. In particular, 

they allow for multi -dimensional scales, and 
offer the possibility of scales of objects as 
viewed by single judges, rather than sets of 
judges. The level of measurement achieved is 
not numerical, but something short of this -- 
so- called ordered metric measurement. 

Another technique resulting in ordered 
metric scales uses a lottery to establish rela- 
tive scale positions of objects (Siegel, 1956). 

Subjects have been asked such piquant questions 
as,."Would you rather: a) admit Negroes to 

your school for surer or b) elect a 50 -50 bet, 
with heads signifying that one of your friends 
marries a Negro and tails that Negroes be 
allowed to ride in local buses "? A subject sel- 
ecting alternative a) is inferred to hold a 
greater value or utility difference between inter 
marriage..and school desegregation than between 
school desegregation and bus desegregation. 

Further new techniques may soon flow from 
a model of choice behavior conceived by Duncan 

Luce (1959). The basic axiom of this model is 
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essentially that when one object is to be chosen 
from a set of objects, the ratio of the probab- 
ility of choice of A vs. B is independent of 
the number and nature of Other objects presented 
along.with A and B for choice. 

Studies comparing scaling methods 

Though not all methods have been compared 
with all other methods, a number of comparison 
studies have been made. Mosteller (1958) com- 
pared a variety of assumptions for the under- 
lying distribution in the paired comparisons 
model -- rectangular, arc sine, normal, expon- 
ential, and a t- distribution with high tails -- 
and found that it makes almost no difference 
which one is used. The correlations between 
the resulting scales run from .9965 to .99998. 
The scales may be characterized as very weak 
quadratic' transformations of one another. 

Jackson and Fleckstein (1957) compared a 
variety experimental and analytic methods 
involving paired comparisons. The results 
were extraordinarily insensitive to choice of 
method. A representative correlation is .975. 
Bliss, Greenwood and White (1956) made even 
more- extensive comparisons of methods, including 
ranking techniques as well as paired comparisons. 
Again the picture is one of fantastically high 
correlations among outcomes, especially when 
differing analytical methods are used on the 

same experimental data. When different types 
of experimental data are compared, as with 
Scheffê's technique vs. a version of Kendall's 
technique the correlation between scales drops 
to its lowest, a rock bottom value of .990. 
Jones (1958), Gulliksen (1953), and others have 
compared different analytical solutions for 
successive interval data. The correlations are 
in the .99 range. aì.(1955) 
found a correlation of .910 between paired 
comparison and successive intervals values. This 
even in a situation where the category assign- 
ments required for the successive intervals 
method were very deviantly performed by the 
judging group. 

It is not surprising that paired compari- 
sons and successive intervals scales are very 
closely related, for after all, they are both 
based on Thurstone's judgment model. Nor is it 
surprising that paired comparisons scales corr- 
elate highly with scales derived from_ rank 
ordering of the stimuli. (Incidentally, these 
correlations can be astronomical. In one study 
by Ross (1955), these two methods correlated 
.998). Transitivity of choice (in a statisti- 
cal, rather than an absolute sense) is an unexce- 

finding in investigations to date 
(Davidson Marschak, 1957; Davis, 1958). No 
matter whether rank ordering of objects is 

done by separate pairs or all at once, the 
results are essentially the same. There is good 
reason to expect, too, that paired comparisons 
scales extracted by Thurstone's method or the 
Bradley -Terry method will prove almost identical. 
Thus many of the high correlations between scales 
derived by different methods can be rationalized 
as mathematical necessities or as natural con- 

sequences of mundane empirical regularities. 
However, there are some correlations 

between scales which are not so readily explain- 
ed. Three disparate methods have been applied 
to scale a set of nine color chips multi -dim- 
ensionally -- that is, where scale values on 

more than one dimension. are assigned to each 
stimulus. - The three methods were: a succes- 
sive intervals method extended to the multi- 
dimensional case (Messick, 1956) the so- called 
complete method of triads due to Torgerson 
(1952) and Shepard's method (1957) which uses 
probabilities of confusion in learning responses 
to the stimuli. Shepard (1958) has given the 

correlations between the three methods on two 
dimensions as around .98. Other striking ex- 
amples of high correlation using disparate 
methods occur in psychophysics. A most inter- 
esting example is a recent study by Galanter 
and Messick (1958). They applied both succes- 
sive intervals scaling and the direct magnitude 
estimation method to a set of stimuli varying 
in physical loudness. The.psychological loud- 
ness determined by the two methods correlate. 
.896. I will say more about this Study later. 
A study by Benson and Platten (1956) comparing 
these same two methods in the domain of prefer- 
ences yields a correlation of .968. 

There are other studies which could be 
cited, but the long and short of the situation 
is that it is almost impossible to find two 
scaling methods which when applied to the same 
stimuli will yield anything less than a very 
high correlation. It appears that if the objects 
of a given psychological domain possess suffi- 
cient underlying order so that some one scaling 
method is reliable, then any other reasonable 
scaling method will reveal essentially the same 
order. Any knife that cuts at all, even the 
bluntest, will expose the same corpus. Mind 
you, I am talking about scales of stimuli, not 
about scales of people. Method comparisons on 

the latter yield correlations that run eighty - 
ish down through fifty -ish or lower. But as I 
have already indicated, there are several reasons 
for expecting a certain instability in people - 
scales. 

What is the nature of the underlying stim- 
ulus constancies upon which different methods 
converge? Is it that a stimulus scale basically 
amounts to a rank order and that all methods 
reveal the true rank order? No, for even with 
a rank order correlation of unity among n 
jects, the roduct- moment correlation can be as 
low as 1/477771-, or .33 for ten objects, .20 
for twenty -six objects. Even if one deals not 
with minimum possible correlations but with 
expected or average correlations in some sense, 
it is Still evident that the obtained correla- 
tions in comparisons of scaling methods are 
much higher than could be accounted for by 
postulating shared rank order alone. Something 
even stronger than mere ordinality must typically 
underly the set of stimuli. There are in prin- 
ciple many' gradations between ordinal measure- 
ment and cardinal measurement. A very interest- 
ing pursuit would be to try to find the level of 
measurement coordinate with the magnitude of 



correlations commonly found between scaling 
methods. Recent Work by Tukey and myself may 
conceivably shed some light on this question 

(Abelson & Tukey, 1958). 

The objection may be raised that product - 
moment correlation is not the most appropriate 
indication of degree of equivalence between 
two scales. A very high correlation occurs 
when one scale is but a mild transformation of 
the other, yet the distortion might be the thing 
which most interested us. A very high correla- 
tion would also occur if two scales were line- 
arly related save for a small number of deviant 
stimuli displaced from the line of realtionship. 
This displacement itself might be the phenomenon 
of interest. Examples exist both of mild trans- 
formation and of idiosyncratic discrepancies or 
"bumps ". 

In order to know whether scaling method 
makes a difference, we must inquire into the 
investigator's purposes. For some purposes, 
the choice of a particular scaling technique 
may not matter at all, while for others it may. 

In order to draw some kind of a sample of 
purposes from the population of current pur- 
poses, I have inspected most of the scaling 
articles in the psychological literature, 1954- 
1957, listed in a previous comprehensive review 
(Messick & Abelson, 1957). For each published 
study, I noted the investigator's purpose, and 
asked whether the conclusions would have been 
different had he chosen some other scaling 
method. I assumed that the worst that could 
have happened via change in method would have 
been the introduction of a few slight bumps in 
the scale or else a mild transformation of the 

entire scale. I classified the answers to the 

question "Would it have made a difference ?" into 
three categories: yes, no, and maybe. In the 
abstract for this paper, the figure is given 
for the percent of "yes" answers. At this jun- 
cturé I feel that this percentage, though not 
incorrect, is superficial. It takes no account 
of the relative importance of various studies. 
I think my best course at this point is to give 
examples of studies varying in the degree to 
which the scaling method made a difference. 

At one extreme are studies in which the 
purpose is to verify the existence of a gross 
effect upon judgments of experimental or natural 
conditions. For instance, it has been demon- 

strated that when two foods are tasted at one 
time point and preference judgments elicited at 
a later time point, the difference in degree of 
preference is far less than if the preference 
judgments are given at the time of tasting 
(Schwartz & Pratt, 1956). Any method of pre- 
ference scaling would doubtless show the same 
effect. A study comparing the basic values of 
college students in the Ù. S., India, and other 
countries showed huge differences in value - 
orientation (Morris & Jones, 1955). Any scaling 
method would have found the essence of these 
differences. And so on. Of course, where ex- 
perimental conditions differ not grossly, but 
subtly, there is more chance for scaling method 
to make a difference. However, suppose that two 
scaling methods diff r only in that one is a 
mildly non -linear transformation of the other. 

Common experience with the analysis of var- 

iance would indicate that sharp differences in 

outcome are not at all likely to occur under 

these circumstances (though, to be sure, the 

analysis may feel more satisfying in one ver- 

sion than in another). The choice between 

methods is then based upon experimental con- 
venience, richness of by- product information, 

and the aesthetics of the analysis. 

At the other extreme are studies where 

the scaling method may make a crucial differ- 
ence. I will -cite four of these, typifying 

the kind of purposes involved. 
The previously cited study by Kelley et. 

al. had both Negro judges and white judges 

scale the favorableness of statements about 
Negroes via paired comparisons. It turned out 

that the scales produced by the two sets of 

judges were almost perfectly linearly related 
except for three statements which in the white 
scale were displaced slightly but discernably 
above where they were in the Negro scale. 
Successive interval scaling did not reveal this 
effect. The displacement happens to be con- 
vincing in this case because the three dis- 
placed statements concerned "separate but 
equal" treatment of Negroes. The Negro judges 
did not consider these so favorable to Negroes, 
relatively, as did whites. 

Another kind of crucial dependence upon 
scaling method occurs when the investigator 
wants to know the functional dependence of a 

psychological scale upon a physical natural 

scale. Davidson, Suppes, and Siegel (,1957) 

scaled the utility of very small amounts of 
money by a lottery method similar to the one 
mentioned before. With most subjects, utility 
turned out to be very nearly linear in money. 
Had another variety of scaling method been 
used, utility might have turned out, say, a 
square root function of monetary amount. 

In the study by Galanter and Messick men- 
tioned earlier, a successive intervals scale 
of loudness yielded a rather different function 
for the relation between subjective and object- 
ive loudness than did the magnitude estimation 
method (even though the two methods correlated 
.896). 

In these two examples, scaling method 
makes a difference to the extent that the re- 
sulting function makes a difference.' But here 
we encounter a new consideration. The succes- 
sive intervals method yields a logarithmic 
psychophysical law; the magnitude method yields 
a power law. One may go from the latter to the 
former by a logarithmic transformation and come 
back with an exponential transformation. The 
two methods are equivalent in the larger sense 
that it is possible to go from one to the other 
Who is to say which method is "better "? The 
issue seems again to come down to a question of 

convenience. 
One further example may clarify the pic- 

ture. In a study by Cliff (1956), evaluative 
adjective, and adjective- adverb combinations 
were scaled for intensity by the successive 
intervals method. Cliff then sought the rela- 
tionship between the judged favorableness of 
the combinations, such as "rather evil ", "de- 
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cidedly charming ", etc. and the individual com- 
ponents. He concludes that adverbs exert a 

multiplicative effect upon adjectives. The 
quantitative support for this conclusion is 

really remarkably good. Let us imagine the 

magnitude methods applied to the same stimuli 
yielding scale values exponentially related to 
Cliff's values. His law of adverbs would then 
be lost. One would need the extra insight, 

"Take the logarithm of the scale values and then 
there will be a multiplicative law ". The choice 
between scaling methods yielding different func- 

tions only begins to matter when these functions 
are imbedded in still further operations. 

One may also stop and ask, "How is it that 
one method comes to yield a scale that is, say, 
logarithmically related to another? What is 

going on in the judgment process anyhow? This 
question can be asked of the successive intervals 

and magnitude methods and is as yet unanswered 
to everybody's satisfaction. One needs a super - 
ordinate model of the judgment process which will 
explain both types of scale outcomes. Thus, as 

has happened in other areas of psychology, one 

starts out with an interest in psychological 
content matter, constructs measurement devices 
to deal with that content, and ends up studying 
the interaction between measurement and measuree 
instead of the original content matter. Expli- 
cit models of judgment or choice processes, 
like Luce's, thereby assume great importance. 

Summary 

In most applications of psychological 
scaling techniques to objects other than people, 
the results are monumentally indifferent to the 

choice of scaling method. For most purposes, 
the choice of method should be made in terms of 
convenience. Three exceptions to this general- 
ization ares 1) When the conclusions depend upon 
slight bends or bumps along the scale of stimuli, 
2) When a functional relationship is sought be- 
tween the stimulus scale and some external scale, 
provided that the function enters into some fur- 
ther consequences, 3) When the interest is not 
really in scalevalues at all but rather in a 
model of what is going on in the response, 
judgment, or preference process. 

When looking for bumps or bends, one wants 
to choose the method that reveals meaningful 
bumps clearly and at the same time suppresses 
false or phrenological bumps. When looking for 
functional relationships, one wants to choose 
the scale methods yielding the neatest relation- 
ships. When testing models, one of coùrse uses 
methods appropriate to test the particular model 
at hand. 

It is extremely doubtful that any single 
method will prove superior on all counts. We 
will probably have to continue to live with too 
many methods, differences that make no differ- 
ence, and too few models. 
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THE PSEUDOINVERSE OF A RECTANGULAR MATRIX AND ITS STATISTICAL APPLICATIONS 

By: T. N. E. Greville, Office of the Quartermaster General 

SUMMARY 

The connection between inversion of matri- 
ces and solution of nonsingular systems of lin- 
ear equations is well known. The statistician, 
however, is often concerned with systems of 
equations in which the number of equations ex- 
ceeds the number of unknowns and there is no 
exact solution. In such cases the least squares 
solution of the system is usually sought, and 
the classical matrix theory is of little avail. 

In 1920 E. H. Moore announced a generaliza- 
tion of the notion of inverse of a matrix, which 
provides a generalized inverse or "pseudoin- 
verse" for rectangular matrices, well as for 
singular square matrices. Bjerhammar in 1951 
and Penrose in 1956 have shown that this pseudo - 
inverse is related to the leant squares solution 
of an inconsistent system of linear equations in 
a way analogous to the relationship of the clas- 
sical inverse to the solution of a nonsingular 
system. 

In the present article two possible appli- 
cations of this concept to statistical proce- 
dures are suggested. These relate to (1) the 
computation of multilinear regression coeffi- 
cients and (2) least squares curve fitting, with 
particular reference to the fitting of polyno- 
mials. In the latter application the procedure 
suggested here has an advantage over the use of 
orthogonal polynomials in that unequal spacing 
of the arguments does not increase the amount of 
calculation required. Among other possible uses 
of the pseudoinverse not discussed here is its 
application to bivariate interpolation.* 

A recursive algorithm is described by which 
one can derive from the pseudoinverse of a given 
matrix that of a second matrix obtained by the 
addition of a single column. Thus one computes 
first the pseudoinverse of the first column of 
the coefficient matrix, then that of the first 
two columns, and so until the pseudoinverse 
of the entire coefficient matrix is obtained. 
In the regression application, this makes it 
possible to arrange the variables in decreasing 

order of their probable importance in the re- 
gression equation, and to stop the process when 
it appears that the introduction of further var- 
iables will not have a significant effect. Sim- 
ilarly, in fitting a polynomial, the process is 
arranged so as to fit polynomials of successive- 
ly higher degree, and one can stop when it ap- 
pears that the most suitable degree has been 
reached. In either case the residual variance 
is easily obtained as a by- product. 

1. 

It is of course well known that any square 
matrix A with nonzero determinant has a unique 

inverse f1 such that 

(1) 1= 1 A = I , 

where I denotes the unit matrix or identity ma- 
trix having l's along its principal diagonal and 
0's elsewhere. It seems to be not so well known 
that in 1920 the eminent American mathe- 
matician E. H. Moore announced a generalization 
of the inverse concept to include rectangular 
matrices and those with vanishing determinant. 
Little notice was taken of Moore's discovery for 
about 30 years, but during the past decade the 
properties of this generalized inverse or pseudo- 
inverse have been vigorously explored by 

Penrose [6,7J and 
Hestenes J It is found to have some use- 
ful applications in numerical analysis and sta- 
tistics. Of the latter, probably the most obvi- 

are in connection with multiple regression 
and least squares curve fitting. 

It is the purpose of the present expository 

article to indicate these statistical applica- 

tions and to describe a simple numerical algo- 
rithm for computing the pseudoinverse of a given 

matrix. No claim to originality is made; every - 
thing in this article is explicit or implicit in 

the work of Bjerhammar, Penrose and Hestenes. 

A knowledge of the elementary properties of 
matrices is assumed./ In particular, the read- 

er should keep in mind that a vector can be 
thought of as a matrix of one column (or row), 

and that the row-by-column rule for multiplying 
two matrices together implies that, in a matrix 

product 
AB=C, 

each column of C is a linear combination of col- 
umns of A and each row of C is a linear combina- 
tion of rows of B. Extensive use will be made 

of the notions of vector spaces and orthogonali- 

ty. A fuller version of this article, including 
a brief exposition of these concepts and proofs 

of certain important properties of the pseudoin- 

verse, can be obtained the author in mimeo- 

graphed form. 

2. SOLUTION OF SYSTFMS OF LINEAR 

It is well known that a system of linear 
equations 

n 

(2) 
j =1 

aij =bi 

(i = 1, 2, m) 

can be written compactly as a matrix equation 

(2)' Ax b 

where A denotes the matrix (aid, x is the vec- 

tor (i.e., single- column matrix) whose elements 

are the values of the variables x which consti- 



tute a solution of the system, and b is the vec- 
tor whose ith element is bi. If A is nonsingu- 

lar (i.e., if m = n and its columns are linearly 

independent), it has a unique inverse satis- 
fying equation (i), and moreover the system (2) 
or (2)' has a unique solution given by 

(3) x 

The statistician is often concerned with 
systems of equations in which m > n and there is 
no exact solution. In such a case, Bjerhammar 

and Penrose have shown that the 
best solution in the sense of least squares is 
given by 

where At is the pseudoinverse of the rectangular 
matrix A. The definition and computation of the 
pseudoinverse will now be taken up. 

3. DEFINITION AND PROPERTIES 
OF THE PSEUDOINVERSE 

Any nonzero real matrix A of rank r can be 
expressed as a product 

(4) A BC 

where the r- column matrix B and the r -rowed ma- 
trix C are both of rank r. To show this, let B 
be any matrix whose columns form a basis for the 
column -space of A. Then a matrix C exists such 
that A = BC, and C is of rank r, since the rank 
of a product cannot exceed the rank of any fac- 
tor. Since the columns of B and the rows of C 

are linearly independent, the matrices BT B and 

CCT (where the superscript T denotes the trans- 
pose) are positive definite, and therefore non- 
singular. 

We now define the pseudoinverse for the ma- 
trices B and C (and generally for rectangular 
matrices of maximal rank) as follows: 

(5) Bt (BT B)-1 BT = CT(CCT) -1 

It will be noted that, for a nonsingular square 
matrix, these expressions reduce to the Classi- 
cal inverse. We have also 

(6) BtB= CCt =I, 

and moreover Bt A = C, which, together with (4), 
shows that the row- spaces of A and C are identi- 
cal. It follows that the rows of C form a basis 
for the row -space of A. 

For the nonzero real matrix A, we now define 
the pseudoinverse as 

(7) At = Ct Bt 

Finally, for completeness, we define the pseudo - 
inverse of an m n zero matrix as an n x m 
zero matrix. 
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In consequence of this definition, the row - 

space and column -space of At the transposes 
of the column -space and row- space, respectively, 

of A. If A is m x n, evidently At is n x m; 

thus both the products and At A can be 
formed. Moreover, these products have interest- 
ing properties. First, we note that each is sym- 
metric and idempotent (i.e., equal to its own 

square). It is easily verified that I - and 

I - At A are also symmetric and idempotent. We 

can show that the product AAt is the same for any 
two matrices Ai and A2 having the same column - 

space. For, equations (4), (6) and (7) give 

= BBt. Since the same matrix B can serve for 
both Ai and A2, the result follows. 

Let u denote any vector in Euclidean m -space 
and consider the vectors: 

x = u, y= u-x= (I-AAt)u. 
It is evident that x is a vector in the space Sc, 

the column -space of A. Moreover, y is orthogonal 
to this space. For, if z is any vector of Sc, 

there exists a vector w, such that z = Aw; aid, 
in view of the symmetry and idempotency of 

yT z = uT(I AAt)Aw = 0 , 

since (4), (6) and (7) give AAt A = A. This de- 
composition of u into a vector of Sc and a vector 

orthogonal to is unique. To show this, let u 

= xi + where xi is in Sc and orthogonal to 

Then there exists a vector such that 

= Awl, and u = AAt Awl = Awl = xi, showing 

that = x. 

We shall call the vector x the projection of 

u on and the matrix AAt, which has been shown 

to be characteristic of the space (since it is 
the same for all matrices A having this column - 
space), will be called the projector on Sc, and 
will be denoted by Pc. 

Similar remarks apply to the matrix At A 
with regard to left multiplication by row- vectors, 
and it will be called the projector on the row - 
space Sr of Al and will be denoted by Pr. 

4. APPROXIMATE SOLUTION OF INCONSISTENT 
SYSTEMS OF LINEAR 

Consider the problem of approximating an ar- 
bitrary vector u by a vector v which is restrict- 
ed to the extent that it must belong to a given 
vector space/ S. We shall take the differences 
between corresponding components of u and v, and 
shall say that the approximation is "best" when 
the of the squares of these differences is 
a minimum. This of squares, which we shall 
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denote by q, is given by 

(8) q = (u v)T (u v) 

Now, we have 

u = Pu + y , 

where P is the projector on S and y is orthogonal 
to S. Therefore, 

u-v= (Pu -v)+y. 

Since Pu - v belongs to S, it is orthogonal to 
y, and therefore equation (8) reduces to 

q = (Pu -v)T (Pu 

This is the of two positive terms, the second 
of which is independent of v, and is clearly a 
minimum when the first term is made to vanish by 
choosing v = Pu. In other words, the projection 
of u on S is the best approximation in S to u. 

Now, let us return to the consideration of 
the system of equations represented by (2) or 
(2)'. An exact solution is possible if and only 
if b belongs to the column -space of A. When this 
is the case, the solution is unique when A is 
nonsingular, and is given by (3). if A is singu- 
lar, the general solution is 

x = At b + y , (9) 

where y is any vector orthogonal to the row -space 
of A. It is clear that this is a solution, since 

Ax +Ay =b, 

since, under the hypotheses, Pc b = b and Ay = O. 

To show that this includes all solutions, we 
first note that any solution x can certainly be 
expressed in the form (9) if y is unrestricted. 
Substitution of this expression in (2)' then 
gives b + Ay = b, or Ay = O, showing that y is 
indeed orthogonal to the row -space of A. 

Since the two vectors in the right member of 
(9) are orthogonal, the length of the vector x is 
a minimum when we take y = O. Thus, the solu- 
tion of vector length is given by 

(10) =Atb . 

Of greater interest to us, however, is the 
case in which b is not in the column -space of A, 
so that no exact solution is possible. In this 
case, we consider as the "best" solution the vec- 
tor x for which the length of the vector Ax - b 
is a minimum. This is tantamount to the usual 
least squares, criterion, and implies, as ve have 
already seen, that 

Ax=Pcb, 

where Pc is the projector on the column -space 

of A. Since Pc b is in S, the solution is given 

by (9) with b replaced by Pc b, and is therefore 

x =At Pcb +y =Atb +y, 

since At = At by (4), (6) and (7). Thus we 
have shown that when there is no solution, (9) 
and (10) give the "best" solution in the sense 
indicated. 

5. STATISTICAL APPLICATIONS 

Perhaps the most obvious statistical appli- 
cation is to multiple regression. Let a variate 

y depend n variates x(1), x(2), and 
let it be required to determine the coefficients 

in the regression equation 
n 

y 
j -1 

It is assumed that corresponding numerical values 

yi, x (i) are given for i = 1, 2, ..., m. If y 

denotes the column -vector whose ith component is 
yi, a the column- vector whose component is 

and X the matrix (xij)), the regression coef- 

ficients are given by 

a = y . (u) 
If the columns of X are linearly indepen- 

dent, as will usually be the case, the least 
squares regression equation is unique. Other- 
wise, there will be many solutions which yield 
the minimum value for the sum of the squared re- 
siduals. Of these possible solutions, (11) then 
gives the one for which the sum of the squares of 
the coefficients aj is smallest. 

Let (xi,yi), = 1, 2, ..., m, be a set of 

points to which a curve y = f(x) is to be fit- 
ted. It is stipulated that f(x) is to be a line- 
ar combination of n given functions gl(x), g2(x), 

gn(x): thus 

f(x) = ai gj(x) 

The coefficients aj are to be determined so as to 

minimize the quantity 

S = - f(xi)J2 . 

i =1 

This covers many, but not all least squares curve 
fitting situations. The simplest and most usual 
case is that of fitting a polynomial of degree 

n - 1, for which gj(x) = -l. 

If y and a are defined as before and Q de- 
notes a matrix such that the element in the ith 
row and the 1th column is gj(xi), then 

a =Qty. 

If u denotes the fitted ordinate corresponding 

the given ordinate and u is the vector whose 

ith component is ui, we have 

u =QQty =Pc y, 



where is the projector the column -space of 

6. RECURSIVE ALGORITHM FOR OBTAINING 
THE PSEUDOINVERSE OF A MATRIX 

Equations (5) and (7) are not very practi- 
cal for computational oses. The writer has 
given elsewhere following algorithm§/ 
for obtaining the pseudoinverse of a matrix. Let 

denote the column of a given matrix Al and 

let denote the submatrix consisting of the 

first k columns. Then the pseudoinverse of Ak is 
of the form 

(12) 

where 

(13) 

- 7k 

7k 

and the last row remains to be determined. In 

its determination two distinct cases arise, ac- 

cording to whether or not belongs to the col- 

umn -space Sk_1 of In other words, it must 

be ascertained whether or not the space spanned 
by the first k - 1 columns of A is enlarged by 
the addition of the kth column. Now belongs 

to Sk_1 if and only if the projection of on 

is equal to itself: in other words, if 

(14) 

If (14) is not 

(15) 

7k = 

satisfied 

yk)t 

while if (14) is satisfied 

(16) 

Formulas (12) to (16) constitute a recursive pro- 

cedure fOr obtaining successively Al, Al, ..., 

starting with Al. Both for the initial determi- 

nation of and for the evaluation of the right 

m of (15) a formula is required for the 
pseudoinverse of a single -column matrix a. 
follows (5) that this is 

(17) t 
a 

a)-1 á 

It 

(a = 0) 

(a 0). 

For the purpose of statistical applica- 
tions, some "streamlining" of the algorithm can 
be effected by noting that in these situations it 
is unnecessary to obtain the pseudoinverse ex- 
plicitly. Rather, what is wanted is the "best" 

solution x = At b of an inconsistent system 
- b. The algorithm can be modified to give 

b for k = 1, 2, successively. To this 
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end it is convenient to define matrix A' ob- 
tained by enlarging A through the addition of two 
columns on the right: (i) the vector b and (ii) 
a total column, which is the sum of all the pre- 
ceding column vectors. Then (12) gives 

(18) Ait A' 
-1 

A' - 

A') 

The penultimate column of this matrix is b, 

while the final column should be the sum of the 
preceding column vectors if the arithmetic has 
been correctly performed. Moreover, (13) shows 

that 7k is the kth column of AL A'. 
In order to obtain A' for use in (18) we 

must first compute 

(19) Ak-1 
7k 

If this vector vanishes, (16) shows that 

A' (1 + 7k) -1 A' 

If (19) does not vanish, it equals by (15). 
By (17) we then have 

(20) A' 
-1 

A' 

If we first compute the vector A', we note 

that its kth element is (13), 

= 
is the projection of the 

column -space of Therefore, as given by 

(19) is orthogonal to this space. Thus 

7k = and consequently, 

= follows from (20) that is ob- 

tained from the computed vector A' upon "nor- 

malizing' it by dividing by its kth element. 
With these explanations, (18), (19) and (20) con- 
stitute the recursive procedure desired.// 

7k 

For example, if m sets of corresponding val- 
ues of n statistical variables 

x2, , 
are given, and it is required to compute 
sion coefficients of x1 against x2, 

x3, .., 
the matrix A' is formed so that its first column 
consists of all l's, and the 2nd to nth columns 
exhibit the successive values of the variables 
x2, ..., xn, respectively. The (n + 1)th column 

is the vector x whose components are the corre- 
sponding values of and this is followed by 

the total column. Then At x is the mean value 

of x1, while at the kth stage of the process 

x is a vector whose components are the coef- 

ficients in the regression equation 

xi = bk + bi2.3...k x2 + b13 24...k x3 

... 
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The components of Ak x are the values 

of xi predicted by the regression equation, while 

xT(x x) is the sum of the squares of the 

errors of estimate. Thus, if there is doubt 
to how many of the variables should be included 
in the regression equation (and if one is fortu- 
nate in choosing the order in which the variables 
are introduced), this method shows at a glance 
how the coefficients change as the less sig- 
nificant variables are brought into the equation, 
and, if desired, the reduction at each step in 
the standard error of estimate. It will be noted 
also that the vector given by (13) exhibits 

the coefficients in the regression equation of 
against x2, x3, ..., xk_lJ 

Consider now the problem of least squares 
fitting of a polynomial. Let (x1,11), i = 1, 2, 

..., m, be the set of points to which a polynomi- 
al is to be fitted, let Abe the n- column matrix 

(xi -1), and let y denote the vector whose ith 

component is yi. Then, if the algorithm is ap- 

plied, the vector y exhibits the coeffi- 

cients of successive powers of x in the least 
squares polynomial of degree k - 1, while 

Ak exhibits the values of the fitted poly- 

nomial corresponding to the given abscissas 

and Ak y) is the sum of the squared 

residuals. The latter quantity, of course, may 
be used in testing to see what degree of polyno- 
mial is most suitable./ 

Extensive tables are available [16] to fa- 
cilitate the use of orthogonal polynomials in 
fitting a least squares polynomial to data with 
equally spaced arguments, but they are of no 
avail when the abscissas are irregularly spaced. 
It is to be noted that the procedure described 
here makes no assumption about the spacing of the 
arguments. Further, the recursive nature of the 

process obviates the need to make use of orthog- 

polynomials directly. If desired, however, 

they can easily be obtained as a by- product.10 

If 7(i) denotes the ith component of 7k, the set 

of polynomials 

(21) 

Po(x) = 

= 

(k=1, 2, - 1) 

constitutes an orthogonal set over the discrete 
domain (x1, x2, ..., m). other words, 

(22) pj(xi) = 0 (j k). 

To show this, we first note that j and k are 
interchangeable in (22), so that we can assume 
without loss of generality that j < k. Thus, 

(22) will be established if we can show that 

pk(xi) = 
i=1 

(j = 0, 1, k - 1). 

But, in view of (21) and of the definition of A, 
this follows from the fact previously noted that 
the vector - 

Ak_i 7k 
is orthogonal to 

FOOTNOTES 

This possibility was suggested to the 
writer by William Hodgkinson, Jr., of the Ameri- 
can Telephone and Telegraph Co. 

1/The first two writers mentioned were una- 
ware of Moore's work until it was brought to 
their attention by Rado L 93. 

excellent orief treatment of the sub- 
ject, more than adequate for the understanding of 
this article, is given in Chapter 1 of [102. 

pseudoinverse can be defined in sever- 
other ways [2,6,8,12, and the fuller, mimeo- 

graphed version of this paper]. The present 

approach, which is probably the simplest, was 
suggested to the writer by A. S. Householder, 
whose assistance is gratefully acknowledged. 

1.4/See also [3,4,7,11_7. 

1/See also 

2/In essence, this algorithm is an abbrevi- 
ated form of a particular case of the method of 
matrix inversion by biorthogonalization proposed 
by Hestenes [8). See also [13,14.]. 

further "streamlining" is possible by 

working with the symmetric matrix A', which, 
in essence, merely exhibits the usual "normal" 
equations. This kind of procedure is easily 
explained without reference to the pseudoinverse, 
and is probably the simplest approach for small - 
sized calculations. In large -scale calculations, 
it has the disadvantage that, if the "recursive" 
feature is retained, certain key quantities in 
the computations (e.g., those which we have called 
"normalizing" factors) are obtained as differences 
between large, and almost equal, numbers, and 
accuracy is rapidly lost. 

numerical example of the application to 
multiple regression is given in the fuller, mimeo- 
graphed version of this article. It is not repro- 
duced here because the actual arithmetic is essen- 
tially the same as that involved in other methods 
of calculating multiple regression coefficients. 

2/See [152, pp. 461 -465. 

10 See also [173. 
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METHODS OF MEASURING DIFFERM CES IN SOCIAL CLASSES 

By: Theodore R. Anderson, Yale University 

1. Statement or the Problem 

A social class, as the term is used in 
modern sociology, is a complex phenomenon. It 
consists or many social categories (such as 
occupations) which bear a particular relation 
to a fixed scale (such as a prestige, an income, 
or a composite scale). This paper will not 
discuss social classes directly, but rather will 
focus on the problem of measuring differences 
between social categories out of which class 
groupings may arise. Socially, how dirrerent are 
two occupations, or two ethnic groups, or two 
religions? This paper will present one means 
or answering these questions. 

Suppose for the moment that a matrix de- 
scribing the social difference between each pair 
or, say, occupations, were available. It is 
highly unlikely that such a matrix would have 
unit rank; that the differences could be re- 
solved into a space or one dimension or into a 
single directional scale. T wo or more dimen- 
sions would almost certainly exist. It is con- 
venient to call the space characterizes by these 
hypothetical dimensions a social space. In 
keeping with this terminology, the difference 
between any two categories may be described as 
the social distance between the categories. 
Using these terms the problem discussed here is 
that or measuring the social distance between 
any two categories which exist within a social 
space. 

A means or measuring the social distance 
between categories should prove userul to a 
variety or research problems. A matrix or such 
social distances represents one means or 
describing a social structure, such as a com- 
munity, in quantitative terms. Such a descrip- 
tion, in turn, would permit studies or temporal 
change in structural characteristics. At present 
it is dirricult to do more than to speculate 
about answers to many structural change questions 
of considerable interest. For instance, is 
anything like a polarization or occupational 
roles into opposing camps occurring within the 
United States, or is the direction or change 
toward greater homogeneity? An errective 
measure or social distance could be used to 
provide an answer. 

Such a measure should also prove useful in 
developing what might be called a social 
ecology. For example, social mobility might be 
subjected to the same analysis, via mathematical 
models, that is currently occurring in connec- 
tion with physical migration. At the present 
time, breaking a social mobility matrix into its 
theoretical components is virtually impossible, 
largely due to the absence or a soma multi- 

dimensional measure oz social distance. 

It is clear that a measure or social 
tance will not, in itself, solve the above 
problems. Rather, it will merely make their 
solution possible. It is also clear that a 
complex social structure will contain many 
parameters other than those characterizable as 
social distances. Never the less, a sonna 
measure or social distance ehoula have consia- 
erable utility. This paper will present such a 
measure aster brierly considering other possible 
ways or solving the proolem. The proposes 
solution will be ilLustratea using relatively 
simple empirical data. Finally, an example will 
be presentee showing how the aerivea distances 
may be uses to solve a research problem. 

2. General Consiaeraticns 

The term social distance as it is used here, 
is equivalent to the phrase behavioral differ= 

That is, if the members of two groups 
perform precisely the same behaviors in all con- 
texts, or behavioral domains, they occupy the 
same position within social space. The more 
similar are the behaviors, the closer in space 
are the groups. The problem of measuring social 
distance, or behavioral difference, reduces 
initially to the problem of selecting a behav- 
ioral domain within which to observe similarity 
and difference. By a behavioral domain is meant 
some population of behaviors that all the 
behaviors have something in common. That which 
is common, for instance, might be a relation to 
a specific institutional order. Thus, all 
behaviors bearing upon property might form a 
domain, or all behaviors bearing upon the mass 
media of communication. 

In general, there are two basic types of 
behavioral domains. First, there are those sets 
of behaviors through which individuals in one 
category or group are related to individuals in 
other categories or groups. Such behaviors in- 
clude interactions between groups, interchanges 
of goods, services, and people, and evaluations 
of group members by members of other groups. 
The second type includes all other behavioral 
domains. To be most useful, measures of social 
distance should be generated from the second 
type of domain and not from the first type. 

The reason for this statement is simple. 
Virtually all of the important hypotheses which 
might be tested in part through the use of social 
distance measurements involve the relational 
domains (interactions, interchanges, and evalua- 
tions). Do members of groups which are closer 
in social space interact more frequently? Do 



members of groups which are far apart feel more 
hostile toward each other? Is social mobility 
related to social distance? To be able to ans- 
wer questions auch as these it is crucial that 
the measure of social distance be generated out 
of behaviors which are conceptually independent 
of the ones in question. 

Of course, each of these questions implies 
an hypothesis which could form the basis of a 
measure of social distance. Thus, a matrix which 
states the frequency of interaction between 
social categories could be transformed into one 
stating the social distance between each pair of 
categories using the assumption that the fre- 
quency of interaction is inversely related to 
social distance. Virtually all existing 
measures of distance in social space are based 
upon some such transformation. Such measures 

are presumably reasonably accurate. However, to 
the extent that they use intergroup relations to 
generate the social distances, they cannot be 
used to test relational hypotheses. It is the 
opinion of this author that social distance 
should be measured within other domains because 
most of the hypotheses worth testing lie in the 
relational domains. 

No attempt will be made here to survey the 
literature of existing measures. Such measures 
are either drawn from relational domains (e. g., 
the Bogardus measure of social distance (13') or 
are measures along only one direction in social 
space (e. the vast number of measures of 

socio- economic status). The measure proposed 
here avoids these limitations, in that it is 
based on behaviors not in the intergroup domains 
and is a general, non -directional, measure of 

distance. 

3. The proposed Solution 

Social distance is essentially equivalent 
to behavioral difference. Groups are socially 
distant to the extent that their members behave 
differently. There is, however, no general 
measure of the amount of difference between un- 
like activities. Therefore, the key indicator 
of social distance between two groups is the 
difference in the proportion of persons per- 
forming the same activity in each group. In 
particular, consider a set of mutually exclusive 
and exhaustive categories within a population of 
persons. Occupations, religions, and ethnic 
groups are examples. Consider two such cate- 
gories, say the ith and Consider also a 
set of behaviors, which need not be mutually 
exclusive (the same person may perform one or 
more of the behaviors). Let the behavior 
be one of this set. Finally, let the proportion 
of persons in the ith and kth categories who 
perform the be and The 
social distance between i and k assumed to be 
closely related to the difference between these 
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two proportions. 

The difference between these proportions, 
however, is an index of social distance only to 
the extent that it is shared by or common to 
other behaviors (in the factorial sense). Social 
space may be characterized according to this 
assumption by creating the matrix specified by 
the typical element, P(ij), where i ranges over 
all categories and over all behaviors. This 
matrix may be called the data matrix. 

Consider a column of the data matrix; that 
is, a matrix consisting of the elements, P(1j), 

, This matrix 
specifies the relative frequency with which the 
behavior occurred within each of the various 
categories under study. In other words, it 
specifies the relative distribution of this 
particular behavior through the categories. 
This matrix may, thus, be called the pattern of 

the behavior, j_. Each behavior, of course, has 
such a pattern. The analytical problem is to 
discover a set of independent patterns which 
reproduce the common elements in the original 
set of observed patterns. 

The procedures, usually called factor 
analysis, for producing such a set of independent 
behavior patterns are well known and need not be 
discussed at length here. The correlations be- 
tween all possible pairs of behavior patterns are 
first determined. This correlation matrix is 
then factor analyzed. The factors which emerge 
are the independent, common behavior patterns 
from which the correlation matrix may be repro- 
duced, and from which the original behavior 
patterns (the data matrix) may be reproduced, 
save for specific elements. 

Such a set of independent behavior patterns 
constitutes what is here called a social space. 
The position of each category within this apace 
may readily be determined from the factor load- 
ings. The result is a characterization of social 
space, and a description or the position of the 
categories within it. The matrix or distances 
between each pair or categories may be determined 
either by simple algebra using the data matrix 
and the factor loadings or by measuring distances 
directly on a representation or map of the social 
space. Social structures may be identified 
either through the distance matrix or in terms of 
the overall shape or the categories in the social 
space. 

4. An Illustration 

To facilitate an unaerstanding or this solu- 
tion, the method was applies to a set of readily 
available data. This empirical analysis is pri- 
marily an illustration. In particular, it is 
based upon too rem observations to be highly 
reliable in detail as a description of social 
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space. Further, the factor analysis is only 
approximate. For illustrative purposes, however, 
the analysis is entirely adequate. 

The population, in the illustration, con- 
sists of employed persons living in 10 randomly 
selected census tracts of Akron, Ohio in 1950. 
Living in a tract is a behavior. Thus, there 
are 10 possible behaviors corresponding to the 
10 census tracts. These behaviors happen to be 
mutually exclusive, though they need not be. 
Social categories are defined as the various 
occupations (professional, managerial, etc.) in 

Some comments about the procedure and the 
findings are in order. First, the factors them- 
selves are, initially at least, only arbitrary 
directions in social space. The distance between 
each pair of occupations remains constant through 
any orthogonal rotation. No particular meaning 
need be attached to each factor; that is, the 
factors need not be named as long as attention is 
focused on the relations among the occupations. 
If the problem is shifted from measuring social 
distance to explaining how existing distance rela- 
tions cane into being, then an identification of 
the factors would be appropriate. From this point 

Table 1. Per Cent of Persons (Classified by Occupation and Sex) Living in each of Ten Randomly Selected 

Census Tracts in Akron, Ohio, 1950. 

Sex and 
Occupation 

A -5 A-8 B-8 
Census Tract 
C -6 D-3 F -1 F -3 F -5 F -7 G-2 Total 

Male 
Professional 2 3 4 3 1 19 26 15 3 24 100 

Managerial 3 3 3 4 1 23 23 13 4 23 100 

Clerical 7 10 11 8 3 7 25 14 8 8 101 

Sales 4 5 4 4 2 13 27 16 6 19 100 

Crafts 8 13 10 b 4 24 8 7 101 

Operatives 12 18 10 13 12 1 16 6 10 2 100 

Service, 15 20 3 7 15 3 15 b 13 3 100 

Laborer 15 23 3 8 21 3 11 4 10 3 101 

Female/ 
Professional 12 3 5 3 1 18 19 16 4 18 99 

Managerial 7 7 5 4 15 19 13 6 21 100 

Clerical 5 8 9 8 8 26 17 7 10 101 

Sales 7 7 8 3 6 26 16 9 8 101 

Crafts 7 12 9 9 4 16 12 10 11 101 

Operatives 16 19 9 14 14 1 13 5 9 2 102 

Pvt hsld wkrs 12 23 2 2 21 6 8 3 9 15 101 

Service 16 20 9 14 4 12 5 11 3 100 

Includes private household workers. 

12/Female laborers omitted (too few in number for stability). 

Source: 1950 United States Census of Population, Akron, Ohio Census Tracts, 

1950 Population Census Report, Vol. III, Chapter 1. United States Government 
Printing Office, 1952. Figures adapted from Table 2. 

the one column census classification, cross - 
classified by sex. The problem is to measure 
the social distance between these occupations. 

(2) 

The first step is to create the data matrix 
(see Table 1) which indicates the proportion of 
persons in each occupation living in each tract. 
The next step is to correlate each pair of 
columns in this matrix, thus producing the 
correlation matrix (see Table 2). From the 
correlation matrix it is clear, for instance, 
that tracts A -5 and A-8 are very similar in 
occupational distribution (r .79). This fact 
may be confirmed by examining the first two 
columns or the data matrix. The third step is 
to factor analyze the correlation matrix. The 
factor analysis (via the centroid method) of 
this matrix yielded two factors (see Table 2) 
which represent orthogonal directions in social 
space. The final step is to use these factors 
to create a map of social space (shown as 
Figure 1). 

of view, it is fairly obvious from the map that 
Factor I measures something that is very similar 
to the socio- economic status of the occupation. 
Factor II, basea on only two behavior patterns 
(B-8 and C-6), is less reliably measured ana more 
difficult to identify. It is possible that it is 
related to the institutional structure or the 
community, with service personnel low (from 
private household workers to professionals) and 
material goods personnel high (from operatives to 
craftsmen) on this factor. Such an interpretation 
is highly tentative at best, however. 

Second, it is likely that there is at least 
a third rector underlying residential behavior. 
The small number or tracts included in this illus- 
tration, however, precluaea even its tentative 
identification. Third, it will be observes that 
the occupatións as a whole form a rough semi- 
circle in the space. This shape cannot be inter- 
preted at the present time, but might possibly 
prove important in cross -cultural comparisons or 
in trend analyses. 
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Table 2. Correlation Matrix based on the Akron, Ohio Census Tract Data Matrix and a Rotated Factor Matrix 

which Approximately Reproduces the Correlation Matrix. 

Correlation matrix, Factor matrix/ 
Census 
Tract À-5 A-8 B-8 C-6 D-3 F-1 F-3 F-5 F-7 G-2 

A-5 
A-8 
B-8 
C-6 
D-3 
F-1 
F-3 
F-5 
F-7 
G-2 

79 05 
-06 

23 
44 
68 

81 

94 
-16 

29 

-69 
-80 
/46 

-76 
-69 

-86 

-77 
20 

-19 
-90 
49 

-80 

-91 
15 

-36 
-95 
62 
90 

75 
82 

22 
58 

74 

-90 
-59 
-68 

-74 
-77 
-44 
-82 

92 
44 
59 

-86 

-87 
-93 
12 

-32 
-98 

93 
97 

-76 
67 

12 
18 

76 
84 

-02 
-68 
19 

46 

-70 

Decimal signs omitted. 

Figure 1. Map or Social Space B asad upon Factorial Structure. 
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Finally, it will be observed from the map 
that the high status occupations are more tightly 
clustered (especially among males) than are the 

lower status occupations. Thus, the distance from 
laborer to craftsman is as great as the distance 
from crartsman to professional. Male profession- 
als, managera, and salesmen are very close to- 
gether as compared to male laborers, servicemen, 
ana operatives. This finding is not entirely con- 
sistent with existing studies or the social 
hierarchy, which tend to assume greater 
entiation near the top or the scale. In inter- 
preting the finding, however, it must be remem- 
bered that each occupation is a figure within this 
space such that the point on the map is the 
central tendency or the figure. It is possible 
that the upper occupations are less homogeneous 

would have larger rigures) than are the 
lower occupations. Comparing males ana remales 
in the same occupation gives some idea or the 
spread within each occupation. Discovering the 
shape or the rigures which characterize each 
occupational category is a problem for future 

research. 

5. An Application 

A map of social space, ana the distances 
which can be derived from it, are useful only in 
so rar as they permit the resolution of problems 
which are otherwise or impossible to 
solve. To illustrate how this map, or one like 
it basen on more extensive data, might be usea, 
it was aeciaea to apply the P/D (or ponuiatlon 
divided by distance) model of interaction and 
interchange to a matrix of social mobility, using 
social distances derived from the map of social 
space. Rogoff's (3) 1940 intergenerational 
mobility matrix, which lists the occupations of 
about 10,000 sons in Indianapolis classified by 
the occupations of their fathers, provided the 
observations. (See Table 3 for details.) The 
expected values in Table 3 were generated from 
the model and the map of social space. The 
average accuracy of reproduction is about 92 %, 
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Table 3. Social Mobility of Sons Observed by Rogoff, Indianapolis, 1940, and Expected by a Model Using 
Population Divided by Social Distance, where Distance was Raised to the 2 /3rds Power. 

Frequency 
Son's occupation Father's occupation 

Profes- Clerical Semi - 
sional Managerial and sales Skilled Skilled Service Unskilled 

Obs. Obs. Exp. Obs. Exp. Obs. Obs. Exp. Obs. Exp. Obs. Exp. 

Professional - - 133 196 141 112 167 182 70 74 23 21 28 32 
Managerial 40 68 - 83 100 117 157 63 60 25 18 20 26 
Clerical and Sales 152 145 368 377 - - 520 636 262 218 83 61 94 88 

Skilled 100 77 172 194 165 209 -- -- 279 308 78 75 105 

Semi -skilled 59 66 238 154 179 149 734 643 -- -- 125 141 216 198 
Service 17 13 44 31 35 29 141 107 99 97 - - 43 64 
Unskilled 15 14 30 33 26 30 154 108 81 97 27 46 - - 
Per cent accuracy 91 90 90 91 94 91 94 

Source: (Of observations) Natalie Rogoff, Recent Trends in Occupational Mobility, Glencoe, Ill., 
The Free Press, 1953: Table in Jacket. 

Each expectation is of the form, /D2 /3, where a is a constant of proportionality, P is the total 
number of sons in each occupation, and D is the social distance between occupations as measured from the 
map (Figure 1) of social space. 

which means that only 8% of the observations would 
have to be shifted to achieve perfect reproduc- 
tion. The fact that results as accurate as these 
occurred despite the unreliability of the measured 
distances, the shift from Akron to Indianapolis, 
and the shift from 1950 to 1940 (not to mention 
the unreliability in the observations) suggests 
that this method of measuring social distance has 
considerable promise. 

It is important, however, not to exaggerate 
the importance of the findings to date. Before 
this procedure can be considered confirmed two 
types of research need to be performed. First, 
studies of residential behavior should be con- 
ducted in several cities to see if the spatial 
pattern of the occupations remains essentially 
constant. Second, studies within other behavioral 
domains should be conducted, again to see if the 
results are stable. Investigations along both of 
these lines are currently in the planning stage. 

Footnotes 

(1) See, for example, E. S. Bogardus, "Measuring Social Dis- 
tance," Journal of Applied Sociology, 1925, 9, 299 -308 
and E. S. Bogardus, The New Social Research, Los Angeles, 

R. J. Miller, 1926. 

(2) For an alternative method of analyzing the same data with 
roughly the same objectives see Otis Dudley Duncan and 
Beverly Duncan, "Residential Distribution and Occupa- 
tional Stratification, " American Journal of Sociology, 
LX, 5, March 1955, 493 -503. 

(3) Natalie Rogoff, Recent Trends in Occupational Mobility, 
Glencoe, Ill., The Free Press, 1953: table in jacket. 
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THE GROWTH OF AMERICAN RESULTS OF A NATIONAL SURVEY 

By: Arthur A. Campbell and Pascal K. Whelpton, Scripps Foundation 
for Research in Population Problems, Miami University; and 
Ronald Freedman, Professor of Sociology and Research Associate 
of the Survey Research Center, The University of Michigan 

The study Growth of American Families yields 
a number of important generalizations about family 
building patterns and expected family size among 
the white population of the United States. This 
study was done jointly by the Scripps Foundation 
for Research in Population Problems of Miami Uni- 
versity and the Survey Research Center of the Uni- 
versity of Michigan. The main findings are pre- 
sented in the book Family Planning, Sterility, and 
Population Growth by Ronald Freedman, Pascal K. 
Whelpton, and Arthur A. Campbell, to be published 
by McGraw -Hill in the spring of 1959.1 

The 2,713 women included in our sample are a 
representative cross section of white wives, 18 to 
39 years old, living with their husbands or with 
husband temporarily absent in the armed forces. 
The Survey Research Center interviewed these wives 
in the spring of 1955. They were questioned inten- 
sively about their pregnancy history, physiologi- 
cal limitations on their fertility, their use of 
contraception, their expectations regarding family 
size, and various socioeconomic topics such as re- 
ligious preference, educational attainment, and 
income. Although the interviews were long - -80 min- 
utes on the average--they were, in general well 
received by the respondents. The women showed in- 
terest in the subjects covered -- particularly those 
concerning their own family growth --and often vol- 
unteered information not asked for in the ques- 
tionnaire. Very few of the wives who were inter- 
viewed refused to answer questions on the presuma- 
bly sensitive topic of contraception. Only ten 
declined to say whether or not they had ever tried 
to limit family size or space their pregnancies. 
In contrast, over 100 refused to give any informa- 
tion about their husband's income. The willingness 
of the wives to discuss methods of contraception 
and impairments of the reproductive system leads 
us to believe that even more information about 
such personal topics than was gathered in this 
study can be collected in future surveys. 

Fecundity impairments. --One of the basic are- 
as covered in our study deals with impairments of 
the reproductive system. How widespread are such 
impairments, and how severe are they? 

It should be noted first of all that our in- 
formation about fecundity is limited to that given 
by the wives interviewed. At best, it represents 
the wife's report of her doctor's opinion. A sys- 
tematic medical investigation of such a large sam- 
ple was, of course, out of the question. Our reli- 
ance on the women's answers undoubtedly introduces 
some biases in our estimates of the extent of sub - 
fecundity. These biases are probably downward -in 
part because some women may have been reluctant to 
report any known physiological defects, but large- 
ly because the use of contraception prevents some 
couples from discovering that they have reproduc- 
tive impairments. For example, a couple that is 
unable to have any children will not discover this 
fact as long as they use contraception, unless 
they have obvious physical indications of subfe- 
cundity. 

Even though our estimates of reproductive im- 
pairments are minimal, it is apparent that subfe- 
cundity is widespread. About one in three couples 
with wife aged 18 to 39 can be classified as Sub - 
fecund2- -that is, their capacity to have children 
in the future is either entirely lacking or sub- 
stantially below normal. However, this proportion 
is partially a function of the way have defined 
subfecundity. Four categories were established: 

1. The Definitely Sterile couples are those 
who cannot have another pregnancy. For most such 
couples, the basis for classifying them as Defi- 
nitely Sterile is an operation on the husband or 
wife making conception impossible. 

2. The Probably Sterile couples are those for 
whom a birth in the future is considered improba- 
ble, rather than impossible, on the basis of the 
wife's report of her doctor's opinion. 

3. The Semifecund couples are those who knew 
of no physiological condition limiting reproduc- 
tion, but who did not conceive at a "normal" rate 
while contraception was not being used.3 

4. The Indeterminate couples cannot be clas- 
sified as Fecund or Subfecund on'the basis of our 

information and criteria. Like the Semifecund, 
they failed to conceive at a anormal" rate when 
contraception was not used. However, even though 
they did not report using contraception, they did 

report using a douche after intercourse for clean- 
liness only. Since we did not ask about the type 
of douche, regularity of use, or how soon after 
intercourse it was used, we have no basis for e- 

valuating its contraceptive effect. It is impossi- 

ble to say, then, whether the abnormally low rate 
of conception was due to douching or to impaired 
fecundity. 

The combination of the four groups just de- 

fined is designated as the Subfecund. The remain- 

ing couples, for whom we have no reason to suspect 

impaired fecundity, constitute the Fecund group. 
Although we are sure that some of the Indetermi- 

nate couples are Fecund, we include all of them 

among the Subfecund partly in order to counter- 
balance the suspected inclusion among the Fecund 

of some couples with undiscovered fecundity im- 

pairments. 
The proportions in the various fecundity 

groups are shown in Table 1 both for the total 

sample and for wives married 15 years or more. The 

proportion who are Subfecund increases steadily 

with duration of marriage and with age. 
How does subfecundity affect the national 

fertility picture? We cannot give a precise answer 

to this question, but the general answer is clear: 
subfecundity has a relatively minor affect on av- 
erage family size in the United States. We esti- 

mate that if all fecundity impairments were to be 
eliminated, the number of births probably would 
rise by about 10 to 15 per cent, other things 
being equal. 

The effect of subfecundity on our birth rate 
is so small because most Subfecund couples have at 

least one birth. Among Subfecund couples married 



15 years or more, only 17 per cent had had no 

children; the average number of children ever 
borne was 2.5, or 1 child fewer than the 3.5 
borne by Fecund couples who had been married 15 
years or more. 

Although most couples classified as Subfe- 
cund had been able to have at least one birth, it 
is clear that subfecundity is by far the major 
cause of childlessness. Again, confining our 
attention to couples who had a chance to test 
their fecundity during 15 years of marriage, we 
find that 10 per cent are childless and that 
nearly all of these childless couples (96 per 
cent) are Subfecund. Couples who voluntarily re- 
main childless for as long as 15 years are ex- 
tremely rare. 

TABLE 1. PER CENT DISTRIBUTION BY FECUNDITY STATUS 
FOR ALL COUPLES AND FOR COUPLES MARRIED 

15 YEARS OR LONGER4 

Fecundity status 
All 

couples 

Couples 
married 
15 years 
or longer 

Total: Number 
Per cent 

Fecund 
Definitely Sterile 
Probably Sterile 
Semifecund 
Indeterminate 

2,713 
100 
66 
10 

7 
12 

5 

509 
100 
42 
24 

a 
19 

7 

Is fecundity related to socioeconomic status? 
Apparently not to any great extent. When couples 
are classified by income or rural -urban background 
we find no systematic differences in fecundity. 
When we use education as the basis of classifica- 
tion, however, we find that the less educated are 
more likely to be Subfecund than are the better 
educated. This may seem surprising, because the 
less educated usually have more births. Why is it 
that they are also more likely to be Subfecund? We 
think that this apparent inconsistency arises 
largely because the less educated make less use of 
contraception and therefore have more opportunity 
to discover fecundity impairments than do the 
better educated. As we noted before, many couples 
discover fecundity impairments only when they are 
not using contraception. We doubt that there are 
any basic biological differences between educa- 
tional groups that would lead to substantial dif- 
ferences in their fecundity. 

In general, then, we cannot explain differ- 
ences in the fertility of the major socioeconomic 
groups by variations in fecundity. There is, how- 
ever, one important fertility differential that is 
related to fecundity -- specifically, wives who are 
gainfully employed have smaller families than 
those who are not employed. This is partly due to 
the fact that working wives are more likely to be 
Subfecund than are ,nonworking wives. A higher in- 
cidence of subfecundity is not the only reason for 
the lower fertility of working wives, however, for 
we also find that among couples with no fecundity 
impairments, wives who work have fewer children 
than those who do not work. This is true regard- 
less of age or duration of marriage. 

The large majority 
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of the wives interviewed said that they approved 
of contraception and that they had already used it 
or intended to do so. Only 21 per cent of the 
wives said that they and their husbands never had 
used and never would use contraception; the major- 
ity of such couples (15 per cent of the total sam- 
ple) were Subfecund. Only 6 per cent of all cou- 
ples were Fecund and intended never to use contra- 
ception. It is possible, of course, that some of 
the couples in this small minority may not put 
their expressed intentions into practice. 

Within the meaning of the term contraception 
we include all methods except sterilization that 
couples use to avoid conception. Thus, the term 
encompasses periodic continence (or the rhythm 
method) advocated by the Catholic Church, abstin- 
ence from sexual intercourse, withdrawal'(or 
coitus interruptus), and the various appliance and 
chemical methods. We included douche if it was 
used with contraceptive intent, but not if it was 
used merely for cleanliness. 

The generalization that most Fecund couples 
use contraception can be extended to all major 
socioeconomic groups (Table 2). In general, there 
are differences in the proportions using contra- 
ception, but these differences are confined to a 
relatively narrow range. As would be expected, a 
smaller proportion of Catholics than of non- 
Catholics use contraception. Nevertheless, a large 
majority of Fecund Catholics (80 percent) have 
used or intend to use contraception. As we shall 
see later, this does not necessarily mean that 
they are violating the teachings of their Church 
with respect to contraceptive practices. Education 
and income are also related to the use of contra- 
ception-- couples with lower status having the 
lower proportions of Users. Even among the lower 
statua groups, however, a large majority have used 
contraception or intend to do so. 

Most couples begin to use contraception at an 
early stage of family growth. Many start at the 

TABLE 2. PERCENTAGE OF FECUND COUPLES WHO HAVE 
USED OR WHO INTEND TO USE CONTRACEPTION, BY 

SELECTED SOCIOECONOMIC CHARACTERISTICS 

Socioeconomic 
characteristics 

Have used 
contraception 

Have used 
or intend 
to use con- 
traception 

Total 83 90 

Wife's religion: 
Protestant 88 94 
Catholic 70 80 

Jewish 95 96 

Wife's education: 
College 91 94 
High school, 4 yrs 85 92 
High school, 1 -3 yrs 79 88 
Grade school 68 78 

Husband's income 
$6,000 or more 93 95 
*5,00045,999 90 95 
x4,000 *4,999 85 92 
*3,00043,999 83 90 
Under $3,000 71 84 
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time of marriage. Many of the others begin after 
the first pregnancy. For example, among couples 
who had had three pregnancies, one -third had begun 
using contraception before the first, and a quar- 
ter had begun after the first but before the sec- 
ond. Of the remaining couples, 20 per cent began 
use after the second or third pregnancy, and 23 
per cent had not yet begun. 

Because so many couples begin to use contra- 
ception at marriage or soon thereafter, the pro- 
portion of Users rises rapidly in the early years 
of marriage and then remains relatively constant 
at a high level. Among Fecund couples, for example, 
the proportion who are Users rises from 69 per 
cent for those married fewer than 5 years to 88 
per cent for those married 5 to 9 years. For 
longer durations, there is very little increase in 
this proportion. 

How successful are couples in using contracep- 
tion? About one -fourth of the Users reported one 
or more accidental conceptions --that is, concep- 
tions occurring in spite of the use of contracep- 
tion. The proportion rises rapidly as families 
grow; over half of the Users with four or more 
pregnancies have had accidental conceptions. 

It must not be supposed, however, that all 
couples who have accidental pregnancies have more 
children than they want. For some couples, an 
accidental pregnancy may simply be one that oc- 
curred earlier than planned. For example, among 
those couples whose most recent pregnancy was 
accidental, two- thirds wanted the pregnancy at a 
later date. 

Very few of the couples (only 13 per cent) 
had had pregnancies that were unwanted either when 
they occurred or later. From this point of view it 
appears that Americans are quite successful in 
avoiding too many pregnancies, even though a sub- 
stantial minority have had accidental conceptions. 

It should be noted that our estimates of 
accidental and unwanted pregnancies are probably 
minimal. This opinion is based on the assumption 
that some women were reluctant to admit that they 
had not used contraception successfully, and that 
others did not like to say that any of their chil- 
dren were unwanted. Nevertheless, the low propor- 
tions who did report accidental or unwanted concep- 
tions suggest that most couples can and do avoid 
having more children than they want. 

With respect to the methods of contraception, 
condom and diaphragm are the two most widely used. 
Forty -three percent of the couples using any 
method had tried condom and 36 per cent diaphragm. 
These are also the most effective methods, judging 
from the relatively small proportions of acciden- 
tal conceptions reported for couples using only 
one or the other of these methods. The third most 
popular method is periodic continence (or rhythm), 
which had been used by one -third of the couples 
who tried any method. Douche ranked fourth, with 
28 per cent reporting its use, and withdrawal 
ranked fifth with 15 per cent. These percentages 
add to more than 100 because many wives reported 
that more than one method had been used. 

There has been much interest in how closely 
Catholics conform to the teachings of their Church 
regarding methods of contraception. The Church 
regards periodic continence and abstinence as 
acceptable (if used appropriately), but condemns 
other methods. Among all couples with Catholic 

wives, 70 per cent had conformed to the teachings 
of the Church either by not using any method of 
contraception or by limiting the method used to 
periodic continence or abstinence. Among users of 
contraception, 47 per cent of the couples with 
Catholic wives reported only methods approved by 
the Church. The proportion of Catholics who con- 
form to Church doctrine is higher among the 
better educated. This may reflect their greater 
familiarity with the teachings of the Church. 

How families planned,.- -The couples cover- 
ed in our study have followed a variety of family 
planning patterns. The specific patterns differ 
greatly in detail, but our main findings can be 
summarized by referring to three broad groups: 

1. Completely Planned: these are couples who 
either used contraception continuously since mar- 
riage and had no pregnancies, or who deliberate- 
ly planned all pregnancies by interrupting their 
use of contraception. 

2. Partially Planned: these are couples who 
did not plan all of their pregnancies by inter- 
rupting contraception, but who did not have more 
pregnancies than they wanted. 

3. Excess Fertility: these are couples who did 
not want their most recent pregnancy either when 
it occurred or later. 

The couples who plan every pregnancy by dis- 
continuing the use of contraception are a distinct 
minority (Table 3). Only one -fifth of the couples 
planned their families so carefully. Apparently, 
a substantial proportion of couples begin marriage 
with the intention of timing the birth of every 
child, but for one reason or another fail to do 
so as married life progresses. We find, for ex- 
ample, that almost one -third of those married 
less than five years can be classified as Com- 
pletely Planned. The proportion for couples mar- 
ried 15 or more years, in contrast, is only one- 
tenth. This difference may also be due in part 
to the fact that more younger couples know about 
and use the more effective methods of contracep- 
tion. 

There are very few couples who are so un- 
successful in their efforts to plan family growth 
that they have too many pregnancies. Only 13 per 
cent are classified as Excess Fertility. The pro- 
portion in this group is very low early in mar- 
ried life, but rises to over one -fifth for 
couples married 15 or more years. 

,Thus, the majority of couples are neither 
very careful nor very careless planners. Approxi- 
mately two - thirds are included in the intermedi- 
ate group- -the Partially Planned. Some of these 
couples had accidental conceptions. Some had 
never used contraception but had not yet had too 
many pregnancies. Some had one or two pregnancies 
before beginning to use contraception and then 
began in order to avoid any more pregnancies or 
to time the occurrence of those that were wanted. 

As would be expected, the distribution of 
couples between the three planning groups varies 
with family size (Table 3). Couples with few 
children are more likely to belong to the Com- 
pletely Planned group than are other couples. The 
proportion who plan family growth very carefully 
declines rapidly as the number of children in- 
creases. Among couples with 6 or more children, 
there are none with Completely Planned fertility. 
At the other end of the planning scale, the 
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TABLE 3. PER CENT DISTRIBUTION OF ALL COUPLES BY FERTILITY PLANNING STATUS, BY NUMBER OF LIVE BIRTHS 

Number of 
births 

Number of 
couples 

Fertility planning statua 

Total 
Completely 
Planned 

Partially 
Planned 

Excess 
Fertility 

Not ascer- 
tained 

Total 2,713 100 19 66 13 2 

0. 419 100 37 59 2 2 
1 603 100 25 68 6 1 
2. 843 100 18 72 8 2 

3 468 100 9 70 19 2 

4. 190 100 3 68 27 2 
5. 104 100 1 49 48 2 
6 or more 86 100 0 41 56 3 

proportion with Excess Fertility rises with family 
size. Among couples with 6 or more children, over 
half are in this group of unsuccessful planners. 

Expected family size. --It is clear from the 
widespread use of measures to control fertility 
that the major immediate determinants of average 
family size in the United States are the individ- 
ual decisions of millions of couples about how 
many children to have. Although it is doubtful 
that many couples enter marriage with the inten- 
tion of having a specific number of children and 
then have exactly this number, most couples have 
at least a rough idea about how many children they 
will have. This is particularly true of couples 
who, like most of those in our sample, have al- 
ready had some experience with bearing and raising 
children. One of the main purposes of this study 
was to find out how many births such couples 
expect to have. It is hoped that this kind of in- 
formation will provide a better basis for making 
population projections than we have had previously. 

In replying to our questions regarding ex- 
pected completed family size, many of the wives 
gave a range rather than a single number. The av- 
erages of their minimum and maximum replies are 
2.7 and 3.3 births, respectively. Their most 
likely number of births averages 3.0. These num- 
bers include an average of 2.1 births that had 
already occurred before the time of the interview 
in 1955. 

We cannot yet judge how accurate these expec- 
tations are in terms of actual performance. We 
hope that it will be possible soon to begin to 
collect the kind of information we need for vali- 
dation. 

One striking fact that emerges from this 
study is the wide agreement on the desirability of 
relatively small families. Three- quarters of the 
wives expected to bear 2, 3, or 4 children. Only 
one -eighth expected fewer, and only one -eighth 
expected more. This convergence on the 2- to 4- 
child family contrasts sharply with the wide dis- 
tribution of families by size found among women 
who completed their childbearing a few decades 
ago. For example, the wives who were born in the 
early 1890's and who had most of their children 
between 1910 and 1940 had an average of 3.0 births, 
which is the same as the number expected by the 
wives in our sample. However, fewer than half of 
the older wives had only 2 to 4 children. The pro- 
portions who had no births or only one and who had 
5 or more births, on the other hand, are higher 
than comparable proportions of our sample who ex- 
pect these numbers of births. Obviously, the dis- 

tribution of families by size is becoming nar- 
rower. 

We find this convergence on the 2- to 4 -child 
family in every major socioeconomic group. The av- 
erage numbers of births expected by wives having 
different socioeconomic characteristics do vary, 

but not widely. The greatest difference we have 

found between the expectations of wives in major 
socioeconomic groups is the familiar urban -rural 
differential. Wives living on farms expect an av- 
erage of 3.7 births, as compared with 2.8 for 

wives living in the 12 largest cities. The differ- 
ence between these averages does not seem great 
when we consider the wide variations that are 
possible. 

In general our data on expectations suggest 
that socioeconomic differences in family size will 
continue to narrow. We infer this tendency from 
the family size expectations of wives belonging to 
different age groups. For example, among the older 
wives (35 to 39 years old), the urban-rural differ- 
ences in expectations is fairly large: 4.2 births 
are expected by farm wives and 2.5 births by wives 
living in the 12 largest cities. But among the 
younger wives (18 to 24 years old) there is no 
difference between the expectations of the wives 
in these two residence categories. We find similar 
tendencies toward a narrowing of socioeconomic 
differences for wives classified by educational 
attainment, husband's income, and occu- 
pation. It is quite apparent that Americans are 
continuing to become more alike with respect to 
family size. 

The one characteristic for which we did not 
find a tendency toward convergence is wife's re- 
ligion. The expectations of the Protestant wives 
do not vary significantly with age; on the average 
those in each age group expect about 2.9 births. 
Among Catholic wives, however, the younger wives 
expect more births than do the older wives (3.8 

births for the 18-24 -year olds and 3.1 for the 35- 
39 -year olds). This may mean that the difference 
between Protestant and Catholic birth rates will 
increase. We do not think that this will happen, 
however. Instead, we think that some of the 
younger Catholic wives have somewhat exaggerated 
ideas about how many children they will bear. Our 
basis for this opinion is that many of the older 
Catholic wives, unlike older Protestant wives, 
reported that the number of children they wanted 
was relatively high at the time of marriage, but 
became lower as they had more experience with 
bearing and raising children. It is quite possible 
that the younger Catholic wives will revise their 
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childbearing expectations downward in the same 
manner. 

Our data on fertility expectations indicate 
that average family size will continue to in- 
crease. Until recently there was a definite secu- 
lar decline in family size in the United States. 
Wives born in the early 1870's had an average of 
4.4 births. Average family size gradually de- 
clined to a low of 2.4 births for wives born be- 
tween 1906 and 1910. Wives born more recently 
have already reversed this downward trend. Our da- 
ta suggest that the average number of births per 
wife will increase to about 3.0 for women born in 

1931 -35. This is a medium projection based not 
only on the data from our study, but also on esti 
mates of the fertility of two other groups: (1) 
white women who had not yet married by 1955 and 
were not represented in our sample, and (2) non- 
white women. 

An increase in average family size from 2.4 to 
3.0 births is not large: neither is an expected 
slight increase in the proportion married. But to- 
gether these trends have important implications 
for the future growth of the United States. Our 
medium series of population projections show a de- 
cline in the rate of natural increase to about 10 
or 11 per 1,000 in the next decade, and then 
an increase to about 13 per thousand. This rate of 
growth would give us over 300 million people by 

the end of this century and nearly 600 million by 
the middle of the next century. Clearly, the 
moderate -sized families Americans are now having 
are large enough to maintain fairly rapid popula- 
tion growth. 

These long -range projections are cited simply 
to show what could happen if average family size 
increased to a specific level. They cannot be 
regarded as predictions, because if there is one 
fact that our study has underlined it is that fer- 
tility has become a highly volatile phenomenon. 
With family size largely under voluntary control, 
birth rates can fluctuate widely and rapidly. As 
far as forecasting short -range population growth 
is concerned, however, we think that the informa- 
tion we have obtained concerning expected family 
size will prove quite useful. Since the climate 
of opinion regarding family size can change, and 
probably will change, we think it is desirable 
to collect information on expectations periodically 
and use it to revise population projections from 
time to time. As we learn more about the basic 
variables affecting fertility and about the re- 
lationship between expected and actual family size, 
we shall be able to make better forecasts of popu- 
lation growth. It is hoped that the present study 
will prove to be an important step in this direc- 
tion. 

1The publisher has granted permission to present this summary of material that will appear in the 
book. 

words Fecund and Subfecund and certain other terms relating to fecundity and family planning are 
capitalized to indicate that they are used in a special sense in this study. 

3Couples were classifed as Semifecund if (1) they failed to conceive during one or more long periods 
when contraception was not used (a long period is defined as three years for wives who have been pregnant 
and two years for wives who have not been pregnant) and (2) the average interval between births, if any 
had occurred, was three or more years. The time intervals used in these criteria are obviously arbitrary, 
but they are longer than the average length of time required to conceive for couples who do not have 
serious fecundity impairments. 

4If wife married more than once marriage duration is measured from her first marriage. 
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Introduction 

This paper is a brief report on three as- 

pects of a study now in progress known as The 

Study of the Future Fertility of Two -Child 

Families." The study is under the administra- 

tive auspices of the Milbank Memorial Fund and 

the technical direction of the Office of Popu- 

lation Research, Princeton University, with 

financial assistance from The Carnegie Corpora- 

tion and The Population Council.' Before pre- 

senting summaries of (1) the methodology, (2) 

some substantive findings, and (3) future plans, 

it might be well to spend a few moments reviewing 

the background of this current study. 

The study is viewed by many as a successor 

and even a continuation of the Indianapolis Study 

of Social and Psychological Factors Affecting 

Fertility. Certainly the two studies share many 

substantive emphases. There also exists a con- 

siderable continuity to research and advisory 

staffs. Charles F. Westoff and Robert G. Potter, 

Jr. are associated in a research capacity with 

both studies. Moreover, in planning the Prince- 

ton Study a conscious effort has been made to 

avoid certain features now accepted as faults in 

the former study. In the Princeton Study it was 

hoped that: 
1) the process of deriving specific test- 

able hypotheses from fewer, more general hypoth- 

eses would give a greater unity to the study 

2) by reducing the number of fertility 

determinants investigated, greater effort could 

be expended on the problem of measuring each 

fertility determinant 
3) by enlarging the sample size above the 

860 "relatively fecund" couples interviewed in 

the Indianapolis Study, more detailed analyses 

would be possible 
J) by permitting as broad a definition of 

the population as feasible the general applica- 

bility of the findings would be enhanced, and 

5) through the choice of a longitudinal 

design problems associated with post factum 

data collection would be minimiz 

Despite the conscientious efforts to achieve 

each of these five goals, the first three prob- 

lems have remained to haunt the present study. 

In the course of initial theoretical work, in 

main the efforts of C. F. Westoff and E. G. 

Mishler, many specific hypothesgs were derived 

from four general propositions.' However, the 

problems of measurement ultimately forced enough 

changes in definitions of the variables involved 

that it is now presumptuous to consider the hy- 

potheses as integrated to the extent initially 

conceived. Certain emphases have changed, 

generally in the directions that improved the 

opportunities for measurement. Three pretests 

preceded the main survey but the scarcity of 
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appropriate and valid instruments capable of 
being fitted into a crowded hour and twenty 
minute interview and supplementary questionnaires, 
the costs in time and money of repeated pretests, 
the status of knowledge with regard to brief 
paper- pencil type measurements - these and other 
difficulties have meant qualities of measurement 
short of desired standards. Finally, the field 
costs per couple proved so high, that the sample 
size, originally set at 1500 couples, had to be 
reduced to 1165, resulting in a less than 
desired improvement over the sample size of the 
Indianapolis Study. 

In other fundamental respects the present 
study has broken with the precedents set by the 
earlier one. A longitudinal design was intro- 
duced as the only genuine solution to the prob- 

lem inherent in post factum data collection. In 
the first interv1 information about presumed 
determinants of fertility was collected together 
with information about fertility intentions. 
After an appropriate lapse of time, couples are 
to be reinterviewed to determine how far these 
intentions have remained constant, how success- 
fully they have been carried out, and which of 
the potential determinants best predicts fer- 
tility performance. Another basic deviation was 
prompted by the theoretical work of Westoff and 
Mishler. Their work suggests that some of the 
determinants of fertility intentions change with 
parity and that a sound way to delimit the 
research effort would be to concentrate on a 
single parity. In view of the recent U. S. demo- 
graphic situation, the most strategic point in 
family building was perceived to be the transi- 
tion between the second and third child. No 

restrictions have been placed on religion, and 
indeed, religious affiliation is turning out to 
be an important attribute. Finally, ecological 
changes since 19lí0 have proceeded so far that 
it seemed wise to base the sample upon the popula- 
tion residing in standard metropolitan areas 
rather than the central cities. 

Methodology 

Once the decision to restrict the population 
to recent two parity couples had been made, the 
principal problem regarding sampling revolved 
about the feasibility of reaching a rather rare 
type of couple spread thinly throughout seven 
metropolitan areas. This problem was further 
complicated by such additional eligibility cri- 
teria as native birth, single marriage, white 
race, the absence of plural births and more than 
one spontaneous abortion. Without the use of 
birth registration records, it is likely that 
no economical solution would have appeared. 
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A systematic 20 per cent sample of all 

women with second births occurring in September 

1956 was drawn from each of seven S.M.A..'s. 

The resultant sample size consisting of 2891 
cases was intentionally greater in number than 

the planned number of interviews. Since the 

ultimate number of interviews had been fixed at 

approximately 1150, the sampling design had to 

be flexible enough to permit the required number 

of interviews without affecting the proportionate 
representation and the random character of the 

sample in each S.M.A. It was estimated, on the 

basis of pretest experience, that per cent 

more names than interviews desired should be 

allocated to each S.M.A. since some of the poten- 

tial respondents would refuse to cooperate, or 

would be ineligible on characteristics not shown 

on birth certificates. 

Because of possible variations among S.M.A.h 

on various attrition rates, the sample of names 

in each S.M.A. were further randomly subdivided 
into two samples. The first of these samples 

contained only about 75 per cent of the required 

number in each S.M.A. The second sample in each 

S.M.A. became a source of names to fill out the 

allocated number of interviews in each S.M.P. 

based on experiences with the first sample. In 

all, 1709 names were chosen from the first and 

second samples. From these 1709, came the 1165 

successfully interviewed couples. There were in 

all only 83 refusals. The remaining attrition 

which reduced the 1709 to 1165 successfully 
interviewed mothers is summarized in Table 1. 

Though these personal interviews averaged 

an hour and 20 minutes and intensively covered 

details of contraceptive behavior, marital rela- 

tionships, income, and religious behavior, the 

refusal rate was encouragingly low (6f,), perhaps 

attesting to the efficacy of the interview tech- 

nique as well as the changing mores. 

Two additional, return -by -mail question- 

naires were given to each women interviewed as 

a means of reducing the prohibitive costs of 

lengthy interviewing sessions. A total of 938 

or 80.5% of the 1165 wives returned both of 

these shorter self -administered 20- minute forms. 

Those not returning one or both forms tended to 

be Catholics, persons of low educational attain- 

ment, low income, short marriage duration, and 

short preferred third birth interval. The con- 

verse was true for those returning these forms 

with a greater than chance Jewish representation 

among the cooperative respondents. 

Processing these data involved the typical 

preliminary steps of scoring, coding, card 

punching, verification and tabulation. Extensive 

quality controls were maintained throughout. 

These steps, the drawing of the sample, as well 

as the field interviews were ably carried out 

by National Analysts of Philadelphia. In 

addition, such statistics as means, variances, 

and correlation coefficients as well as all 

intermediate statistics were computed by means 
of IBM 650.3 

Perhaps the most distinctive features of 
the data processing employed in this study is 

the commitment to correlational analyses wherever 
feasible and the heavy reliance on electronic 
computer work. In all, some 80,000 coefficients 
of correlation were computed for combinations of 
religious and occupational class breaks as well 
as all marginal totals. It should be understood, 
however, that our analyses are not limited to 
Pearsonian nor are we attempting to digest 
any more than a small fraction of the 80,000 or 
so coefficients spewed forth by our overly 
zealous machine. 

Substantive Findings 

The results summarized in this paper are 
necessarily only a selected few of all findings 
to date. However, the findings we have chosen 
to report include "tests" of hypotheses from 
each of the four areas included in the original 
theoretical scheme. 

The first area is concerned with the rela- 
tionship between religion and fertility. Since 
religions are known to be differentially con- 
cerned with fertility and fertility controls, 
such variables as religious persuasion, relig- 
iosity, church attendance, and informal religious 
orientation may be viewed as indices of conformity 
to various religious teachings. 

The specific hypothesis of differences in 
fertility desires by religion is one that finds 
support in our data. Catholics desire the 
largest families and Jews the smallest with 
Protestants intermediate. The same rank order 
prevails for fertility -planning success and time 
taken to have children. 

These observed differences of course fail 
to account for variation in fertility desires 
within religion. Some of this internal varia- 
tion is explained in terms of varying degrees of 
religious belief and behavior within each relig- 
ion. While religions do vary in the contents of 
religious teachings, people differ in the degree 
to which they espouse or practice the religious 
teachings. An indication of the efficacy of this 
explanation can be inferred from Table 2 in which 
we present correlations between formal and in- 
formal religious behaviors and fertility desires. 
While these correlations are not particularly 
high, they do buttress the arguments relating 
fertility and fertility desires to religious 
teachings. A further manifestation of the rela- 
tionship is found in the association between the 
extent of denominational education and fertility 
desires (Table 3). Since denominational schooling 
tends to be a Catholic phenomenon, our sample 
only permits comparisons within the Catholic 
group. The fertility desires of Catholic wives 
increase with years of denominational education 



to a mean of five chil ren desired in the college 

educated group. Howev r, the cause- effect rela- 

tionship cannot be unr valed in our survey data. 

Denominational trainin may be selective, with 
the most religious of the parents sending their 
children to special schools. Further investiga- 
tions of these relationships are being.planned 
for the second interview with special attention 
to be devoted to measurements of religiosity of 

parental home and ethnic background. 

The second area of investigation is con- 
cerned with hypothesized relationships between 
fertility and the degree of familistic orienta- 

tion. As examples, wife +s marital adjustment, 
adjustment to mother role, and liking for 

children are viewed as indexing the wife's 

acceptance of her traditional role as mother and 
housekeeper. The underlying assumption is that 
wives with many interests outside the home would 

experience the greatest difficulties in accepting 

the traditional role and would therefore desire 

the smallest families, feel least adjusted to 
marriage and mother role, and express the least 
interest in children. 

The evidence in s port of these hypotheses 

is fairly weak. Corre tions between wives' 
fertility desires and adjustment variables 

are presented in Table In all but one case, 

the correlations are in the proper direction, 

acceptance of traditional role being associated 
with high fertility. The magnitudes of correla- 
tions, none being greater than .18, leave much 
to be desired but are ill intriguing given the 

crude measurements. 'le we hesitate to inter- 

pret the variations be een religion and class 

shown by these correla ons as other than sam- 
pling quirks, it is in resting to speculate over 

the associations found among Catholics. Perhaps 
the traditional wife role is most acceptable to 

the highly religious Catholic wife and mother. 

(This seems reasonable enough in the light of 
the high fertility desi es of denominationally 
educated Catholic wives.) Further speculations 
along these lines, 1 ng the acceptance of 

the traditional wife ro to other variables, 

for example to husband dominance pattern, 

fails to be supported our data. 

The third area of interest concerns person- 

ality traits. The most general but untestable 
form of the hypothesis asserts that fertility 

control and fertility desires are related to 
certain types of personality characteristics. 
These personality characteristics are conceived 

as sets of dispositions supporting or inimical 

to childbearing and fertility control. fic 

hypotheses, for example, involve variables such 

as generalized manifest anxiety, ambiguity toler- 

ance, impulse gratification, and need achievement. 

Typically, the expected relationships between 
these variables and fertility desires or the 
ability to control fertility rest on rather 

direct one step reasoning. Persons exhibiting 
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high anxiety are overly concerned with their own 

problems and, it is argued, such concern reduces 
fertility desires because having children demands 
an expenditure of care and affection. In the 
area of control of fertility, the ability to 
control or defer sexual gratification appears 
as a plausible requisite for effective contra- 
ceptive behavior. Each of the personality traits 
measured is linked to fertility or control of 
fertility by arguments no more elaborate than 
the two just presented. 

Though analysis of these data is not as 
yet complete, a general observation may be made. 
The correlations between measures of wives' 
personality characteristics and various fertility 
variables (Table 5) indicate that these person- 
ality traits, as measured, do not or only barely 
affect fertility. Despite the low correlations 
(which we would prefer to attribute to measure- 
ment errors) the directions of the correlations 
tend to follow the expected pattern though again 
in not too convincing a manner. 

These rather disappointing results are 
somewhat offset by findings in the fourth and 
last general area of investigation covered in 
this paper. This area is primarily concerned 
with the control of fertility in both number 
and spacing of births. There is therefore a 
heavy emphasis on use and effectiveness of use 
of various types of birth control measures. 

One of the major hypotheses is the assertion 
that religions and classes differ in the effec- 
tive use of contraception. More precisely, 
recognizing the existence of Catholic prohibitions 
on means of birth control, Catholic control of 
spacing is hypothesized as less effective than 
non -Catholic control. Blue- collar classes were 
thought to be poorer contraceptors than white - 
collar classes. As expected (see Tables 6 and 
7) religion turned out to be an important factor 
in the control of spacing. Class differences, 
on the other hand, were less important than 
expected. In fact, among Catholics class differ- 
ences in contraceptive failure rates and propor- 
tions of successful contraceptors are in direc- 
tions opposite from expectations. White- collar 
classes have higher failure rates and smaller 
percentages of successful contraceptors among 
Catholics. This class reversal for Catholics 
is in part due to the fact that the more relig- 
ious Catholics tend to be concentrated in the 
white- collar class and use the less effective 
contraceptive measures. 

The data in Tables 6 and 7 are supplemented 
with additional information that may be of some 
general interest. It is evident from a compari- 
son of the failure rates of first and second 
birth intervals, that contraceptive effectiveness 
increases with parity. The stability of the 
proportion of successful contraceptors between 
birth intervals, 65 and 64 per cent, is somewhat 
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misleading for the increase in average intended 

interval from 18.3 to 22.6 months actually im- 
plies that couples successfully practiced contra- 
ception for a longer period of time. 

These few results, to reiterate, have been 
presented simply in order to give an idea of 
the scope of this research. It is perhaps worth 
noting, as a way of summarizing this section on 
substantive findings, that religion has emerged 
as the most important determinant of fertility 
found in the study. Religion affects fertility 
desires, birth spacing, and contraceptive prac- 
tices, to a greater extent than any other social 
category we have isolated to date, including 
class. 

Future Plans 

As previously indicated, plans call for a 
second interview. Field work on this second 
phase of the study is currently scheduled for 

the spring of 1960. Prior to this date, inter- 
view and questionnaire procedures will be pre- 
tested on the same samples used for the pretests 
preceding the first interview. 

Detailed comment about the second phase is 
not yet possible since the work of drafting 

specific plans has not progressed beyond the 
outline stage. Obviously, among the many things 
that will have to be considered will be the 
solutions of problems associated with the loss 
of informants due to various sources of attri- 
tion. Residential mobility, death, divorce and 
separations will create problems of relocating 
the original 1165 couples and eliciting the 
required cooperation. Depending in part on the 
extent of these various attritions will be the 
intensity of effort spent on locating couples 
that have moved out of the seven metropolitan 

areas, the length and form of the interview 
schedule, and the intensity of the follow -up 
program for the less cooperative and not -at -home 

categories of respondents. We have not decided 
yet if the resurvey will be restricted to 
couples still residing in the S.M.A. of first 
residence, or all couples regardless of resi- 
dence. The latter, if that is our final choice, 
will obviously involve greater expense and 
effort. The exact determination of resource 

allocation depends on this decision as well 

as the final definition of the objectives of 

the second phase. 

Some of these objectives can be cited tenta- 
tively: at present, the single most important 

concern is whether couples have had their third 

pregnancy or not. This will permit a test of 

the prediction validity of stated fertility 
desires. In any event, third pregnancy infor- 
mation will permit substituting a behavioral 

criterion for fertility desires in prior 
analyses involving fertility desires as the 
dependent variable. Emphasis will probably be 

placed on changes in fertility intentions as 

conditioned or not conditioned by third preg- 
nancy experiences. This is a rather important 
question, for a great deal of our fertility 
research is conducted on the assumption that 
fertility desires remain relatively stable and 
are associated with ultimate family size. 

At the same time, there will be some attempt 
at measuring changes in the economic circumstan- 
ces of couples in the interim between interviews. 
There is particular interest in view of the re- 
cent recession and whether it had any detectable 
effect on fertility performance or fertility 
desires. In other areas, we will elaborate on 
themes either neglected or found promising in 
the analyses of first phase data. These include 
more data on religion, family background, close- 
ness of kinship and friendship ties, and social 
participation. Other new areas are almost cer- 
tain to include questions designed to get at 
respondents' knowledge of the time of ovulation 
and the extent that such knowledge is used to 
hasten conception. To some extent the dis- 
crepancy between actual birth interval and 
desired birth interval may be explained by 
differing lengths of time required to conceive. 

These do not exhaust all objectives dis- 
cussed to date. However, the question of what 
will or will not be included in the final 
schedule or schedules is uncertain at this point. 
The final decisions hinge on an appraisal of the 
results of phase one, the experiences with the 
pretest samples and attritions, all of which 
are also part of the future. 

1Acknowledgments are due many people who have 
been connected with this study in one capacity 
or another since its beginning. The contribu- 
tions of Elliot G. Mishler, a member of the 
research staff for the first three years of the 
study, are immeasurable. Ansley J. Coale, 
Clyde V. Kiser, and Frank W. Notestein have been 
involved very closely with the course of the 
study at the Office of Population Research, 
forming part of an advisory committee consisting 
also of: Ronald Freedman, Philip M. Hauser, 
Dudley Kirk, Frank Lorimer, Donald Marquis, 
Frederick Osborn, Lowell J. Reed and P. K. 

Whelpton. 

2 
1) Fertility desires and future fertility are 
positively associated with a familistic as 
opposed to a work orientation. 
2) Fertility desires and future fertility are 

inversely related to the degree of personality 
needs that are satisfied by relationships inimi- 
cal to child rearing. 
3) Fertility desires and future fertility are 

expressions of but one value in the field of 

socially acceptable and often competing values. 
(For example, fertility and fertility desires are 
therefore hypothesized as inversely related to 
mobility aspirations. 
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14) The discrepance between ultimate fertility 

and current fertility desires, apart from the 

fact that the latter is susceptible to change 

while the former is irreversible, is in large 
measure a function of variations in fecundity, 
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psychological availability of contraception, 

and fertility planning success. 

3 
Jonathan Robbins, at that time with The 

Population Council, was graciously loaned to 

us for this computing stint. 

1. Completion rates for total by S.M.A. 

Total 
N.T. Chi. L.A. Phila. Bat. Pitts. S.F. 

Total N.. of used 1709 572 313 289 168 178 82 
% distribution 100 33.5 18.3 16.9 9.8 10.4 6.3 4.8 

No. interviews 1165 406 207 169 120 118 88 
4.9 % distribution 34.8 17.8 14.5 10.3 10.1 7.6 

number of refusal.' 83 35 15 19 7 5 0 2 

100 42.2 18.1 22.9 8.4 6.0 0.0 2.4 
Refusal rate 5.7 7.2 5.8 8.4 4.7 3.2 0.0 2.6 

attrition 
3 

ñ.7 
3 5 1 1 

100 25.8 4.5 7.6 1.5 1.5 

No. out of 103 27 26 27 8 10 2 

100 26.2 25.2 26.2 7.8 2.9 1.9 

Attrition rate 6.0 4.7 8.3 9.3 4.8 5.6 2.8 2.4 
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% distribution 
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2 Number of divided by of completed interviews plea 
of ineligible.. 

3 total 66 19 no was (despite up to 

4 cell.); 18 where addreee be located; 16 there 

was respondent contact; eases of illness; 1 vacant dwelling; 

and 1 language difficulty. 

4 of divided by tuber of used. 

5 Number of ineligible divided of completed 
ineligibles. The ineligible respondent. appearing 

this ineligible at tine of interview 

only. They do not the eliminated at the 

Statistics Offices. 

Table 2. Correlations' of husbands' desired with measures 
of religiousness by religion and class.' 

Between wives' family -sin Between husbands' featly-else 
preferences and: preferences and: 

Religion Class 
Frequency Informel Religi- Frequency Informel 
of religious of church religious 
attendance orienta- attendance orienta- 

tion tion 

All files .27 .18 .20 .25 .15 

Protestent total .05 .04 .02 .06 -.03 
Mind Catholic total .17 .19 .27 .15 .14 
Catholic total .28 .22 .26 .18 .18 

total -.11 .14 .08 .03 .16 

total .30 .22 .21 .30 .21 
Blue total .25 .14 .20 .20 .08 

class: 
Protestant .05 .04 -.o4 .07 -.05 
Nixed Catholic .03 .27 .53 .17 .47 
Catholic .23 .26 .29 .32 .30 
Jewish -.09 .13 .08 -.01 .18 

Blue -collar class: 
Protestant .03 .02 .06 .01 -.04 
Nixed Catholic .27 .17 .10 .13 -.16 
Catholic .27 .15 .28 .07 .08 
Jewish -.21 .15 .06 .23 .07 

1 
Correlational value. required for different levels of statistical significance 

in the appendix. 

2 correlations vary among the eight independent at the .01 level 
for the wife's religiosity index and the husband's informal religion. orientation; 
at the .05 level for the wife's church attendance; but do not vary significantly 
for the remaining two variables. 
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FAMILY PLANNING IN MEDICAL PRACTICE 

By: S. S. Spivack and Florence A. Ruderuran, Bureau of Applied Social Research, Columbia University 

There is a large and growing body of know- 
ledge about the popular use of contraception, 
and about the demographic, social, and psycho- 
logical variables associated with fertility. 
Two of the most important studies in this field, 
The Growth of American Families, by Whelpton and 
Freedman, and The Future Fertility of Two -Child 
Families, by Westoff, Potter, and Sagi, are to 
be discussed here today. However, in one impor- 
tant area our knowledge has lagged. There has 
been almost no research into the relevant opin- 
ions and actions of the medical profession, a 

group in a strategic position to disseminate 
information and to influence popular views on 
contraception and family limitation. 

A study of a national sample of obstetri- 
cians and general practitioners, conducted by 
Dr. Alan F. Guttmacher in 1945, indicated that 
the great majority of doctors approved of contra- 
ception, and recognized social and psychological 
as well as purely medical indications for its use. 
Unfortunately, however, this study had a return 
rate of only 22%, and, being based on a mail 
questionnaire, was necessarily limited in scope. 
Besides the questions of extent of approval and 
of accepted indications, there are other aspects 
of contraception -counseling in medicine that we 
should like to know about. For example, what 
are the circumstances under which a doctor will 
introduce the subject of contraception rather 
than waiting to be asked? How do doctors respond 
to patients' religious or moral problems concern- 
ing the use of contraception: and what personal, 
social, or professional characteristics are 
associated with different patterns of medical 
behavior in this area? 

Our study was designed to explore some of 
these broader questions about family planning in 
medicine. It is based on interviews with 551 
doctors in the three apparently most relevant 
fields of practice (those in which questions or 
problems concerning pregnancy, child spacing, 
and family size seem most likely to occur): 
Obstetrics -Gynecology, Internal Medicine, and 

General Practice. The interviews, which took 
on the average one -and -a -half hours, consisted 
mostly of check -list items, but included also a 
considerable number of open -end questions. The 
interviewing took place in summer, 1957, and was 

conducted by the field staff of the National 
Opinion Research Center. Nearly all respondents 
were classified by the interviewers as coopera- 
tive and interested, and only one doctor broke 
off the interview prior to completion. 

In designing the study we were particularly 
interested in the possibility of contextual or 
environmental effects. We wanted to know, for 
example, whether rural doctors act differently, 
or have different opinions, from urban doctors, 
on whether doctors in areas with large Catholic 
populations differ from those where there are few 
Catholics. For this reason we selected six - 
sample areas, each representing a different demo- 
graphic constellation. Two of the areas are 
cities with population over 300,000; two are 
small -town areas; two are rural. On each of 

these levels of urbanization the two areas are 
roughly comparable in median income, level of 
education, and birth rate; but one has a low 
proportion of Catholics in the population (from 
5% to 23%), the other, a relatively high propor- 
tion (from 38% to 41 %). (For the sake of brevity, 
we will hereafter refer to these as "non- 
Catholic" and "Catholic" sample -areas.) In the 
two large cities, the sample included all Ob- 
stetricians- Gynecologists and about one -third of 
the Internists and GPs. In the other four areas, 
all of the doctors in the three relevant fields 
of practice were included in the sample. 

The over -all refusal rate was 12%: 9% among 
non -Catholics, 19% among Catholics. 

In this report we consider some of the fac- 
tors which are related to participation in coun- 
seling patients on family limitation and contra- 
ceptive procedures. As a measure of such parti- 
cipation or "involvement" we use an index com- 
posed of five items. These are: how often the 
doctor provides marital counseling for patients; 
how often he counsels brides on emotional and 
sexual adjustment in marriage; how often he is 
asked for information on contraception by patients 
generally and how often by brides; and, lastly, 
how often he himself introduces the subject of 
contraception in pre - marital examinations. 

All of the items in the index are related. 
For example, doctors who say they frequently 

suggest contraception also tend to say they are 
frequently asked for it; doctors who say they 
seldom introduce the subject are likely to say 
they are seldom asked; and so on. Thus the 
Index reflects a high degree of correspondence 
between the doctor's behavior and that of his 
patients (or between the doctor's perceptions of 
both). This correspondence may be due to patient 
self -selection: patients may choose to go to 
doctors with values similar to their own and to 
avoid those with very different views. Or it 
may be that a receptive attitude on the doctor's 
part encourages patients to ask for information 
on contraception, while a less receptive attitude 
inhibits such requests. And, of course, the sti- 
mulation or inhibition may work in the other di- 
rection: for example, a doctor who wants to ad- 
vise on contraception may hesitate if he feels 
the patient is uninterested or disapproves. 
Whichever pattern it follows, it seems likely that 
there is considerable mutual, i.e., doctor - 
patient, effect in this very sensitive area of 
practice. 

The following are a few of our findings on 
variables related to doctors' involvement in 
family planning and contraception -counseling. Un- 
less otherwise indicated, these findings hold in 
each of the six sample- areas. 

1. Doctor's Religion. In answer to a ques- 
tion on whether or not they approved of chemical 
and mechanical contraception, 98% of the non- 
Catholics, and 27% of the Catholics, said they 
did. (The few non -Catholic doctors who did not ap- 
prove--an older group than the sample as whole- - 
expressed reservations on medical grounds,such as 



fear that prolonged.use might cause sterility, 
and in some cases a preference for some other, 
more "natural ", method of birth control. The 
Catholics, by contrast, indicated disapproval 
primarily on moral or religious grounds.) in 
view of this great difference in approval of con- 
traception, it does not seem surprising that 
religion itself produces the largest differences 
in Involvement in family -planning counseling. In 

each specialty- group, and in each sample -area, 
Catholic doctors are considerably less involved 
in counseling on family planning and limitation 
than non -Catholics. Thus, for the sample as a 
whole, 58% of the Catholics are low in involve- 
ment, and only 15% high, while for non - Catholics 
these figures are 29% and 36 %, respectively 
(Table 1), 

It is interesting that the Catholic doctors 
who do approve of chemical and mechanical con- 
traception are only somewhat more likely than 
those who do not to be involved in contraception - 
counseling. (Fifty -three percent of those who 
approve are Moderate or High in involvement, com- 

pared with 40% of those who disapprove.) Thus, 

Catholic doctors' personal attitude toward 
"artificial" contraception (approval or disap- 
proval) is not the sole, or even the major, 
variable in their low rate of involvement in 
counseling on family limitation. 

2. Area or Locality. While we find a number 
of differences among the six sample- areas, there 
is only one area -related variable that has a con 

sistent effect on involvement, and this appears 
only among Catholics. Involvement rates among 
Catholic doctors are always higher in non -Catholic 
than in Catholic areas. That is, in the large 
cities, small -towns, and rural counties, Catholic 
doctors' involvement in giving advice on contra- 
ception and related questions is always higher in 
the non -Catholic than in the paired Catholic area. 

For example, in the large city with few Catholics 
in the population, 37% of the Catholic doctors 
are low in involvement; while in the other city, 
of the same size, comparable median income, etc., 
but with a high proportion of Catholics, 63% are 
low in involvement. In the three non -Catholic 
areas, an average of 33% of Catholic doctors are 
low in involvement; in the three Catholic areas, 
an average of 70% (Table 2.) 

Moreover, this is not simply a function of 
the larger proportion of Catholic patients in the 
doctor's practice in Catholic areas: when pro - 
portion-of- practice Catholic is controlled, 
Catholic doctors in the non -Catholic sample areas 
still appear to be more involved in family plan- 
ning than those in Catholic areas, Thus it seems 
to be the general religious climate of the com- 

munity, and not sheer frequency of interaction 
with Catholic patients, that influences doctors' 
behavior. And, as the Involvement Index also 
reflects patient -behavior (and Catholic doctors 
in our sample tend to have predominantly Catholic 
practices), this finding suggests that Catholic 
;patients themselves may feel or act differently 
about contraception and family limitation, de- 
pending on the "Catholicity" of the area in which 
they live. 

139 

3. We find that older doctors -- par- 
ticularly those over 55 -- are less likely to be 
involved in contraception -counseling than younger 
doctors (Table 3). An age difference appears in 
each specialty -group. However, among non- Catho- 
lics, the only important difference is between 
doctors over 55 and those under this age, while 
young and middle -age doctors are about the same 
in involvement. Among Catholics, however, there 
is a steady decline in involvement with age. Thus 
the youngest Catholic doctors (those under 40) are 
most involved, the middle group (doctors between 
40 and 54) are less so, and the oldest doctors 
(those 55 and over), are least involved. 

Several factors may be at work here. Perhaps 
the younger doctor is personally closer to prob- 
lems of family size and child- spacing, and there- 
fore most interested or sympathetic. Perhaps 
patients find it easier to discuss such problems 
with younger doctors. Or it may be that the sharp 
drop in involvment among doctors over 55 is simply 
part of the more general narrowing of interests 
and activities that comes with age. Finally, it 

also seems possible that this relationship may 
reflect a trend, in the society as a whole, toward 
fuller acceptance of birth control,and a parallel 
trend within the medical profession toward greater 
recognition of its importance, (A general socie- 
tal trend toward greater acceptance of birth con- 
trol may have begun earlier, or have reached a 
peak earlier, among non -Catholics than among 
Catholics. This would account for the different 
age patterns observed in the two groups.) 

4. Status. It seemed particularly important 
to know whether doctors who are prominent in the 
profession differ from others in their views on 
family planning and contraception -counseling. High 
status doctors are likely to be the most influen- 
tial, and therefore this, too, could provide a 
clue to trends and tendencies within the profes- 
sion. The index used to measure status was com- 
posed of such items as the nature of the doctor's 
hospital affiliation (senior or chief, active or 

associate, etc.), having formal accreditation in 

his specialty, and holding offices in professional 
societies. As Table 4 shows, status is related to 
involvement: the higher the doctor's professional 
status, the more involved he is likely to be in 
giving advice on contraception. 

In part this finding reflects specialty -group 
differences, because, in general, specialists have 
both higher involvement rates and higher status 
than GPs. However, the relationship between 
status and involvement remains when we control for 
specialty; i.e., it is found within each specialty - 
group, and in fact is strongest among (non- Catho- 
lic) Internists. 

Thus the association of status with involve- 
ment suggests that participation in contraception - 

counseling, or the medical orientation it implies, 

is a positive value in the medical groups sampled, 

and that the higher the doctor's professional 

standing, the more likely he is to have incorpo- 

rated into his professional behavior the role of 

adviser on family planning and contraception. 
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Summary. This paper reports some ini- 
tial findings in a study of physicians' attitudes 
and behavior in advising patients' on birth con- 
trol and contraception. It is based on inter- 
views with 551 doctors, in Obstetrics -Gynecology, 

Internal Medicine, and General Practice, in six 
different areas of the country. 

An Index of Involvement in Family Planning 
and Contraception- Counseling, composed of five 
interview -items on the frequency with which the 
doctor is approached for advice on contraception 
and family planning, and with which he dives or 
offers such advice, showed the following rela- 
tionships: 

1. Involvement in contraception and re- 
lated counseling is considerably higher among 
non -Catholic doctors than among Catholics. 

2. Among Catholics, involvement is only 
slightly affected by the doctor's own approval 
or disapproval of chemical and mechanical con- 
traception; i.e., even among approving Catholics, 
involvement is lower than among non- Catholics. 

3. Involvement among Catholic doctors is 
significantly related to the "Catholicity" of 
the area; it is always higher in areas where 
Catholics are a small minority, and lower where 
they are a larger proportion of the population. 
This relationship remains even when the propor- 
tion of Catholics in the doctor's practice is 
controlled. ("Catholicity" of area has no sig- 
nificant or consistent effect on the involvement 
rates of non -Catholic doctors.) 

h. Both among non -Catholics and Catholics, 
younger doctors are more likely to be involved 
in counseling on family- planning than older 
doctors. Among non -Catholics, however, the main 
difference is between doctors 55 years or older, 
and those less; among Catholics, there is a more 
marked trend; Catholics under are the most 
involved. 

5. Doctors of higher professional status, 
as measured by an Index using nature of hospital 
appointment, formal accreditations, office -hol- 
ding, etc. are more likely to be involved in 
counseling on family planning than doctors of 
lower professional status. This relationship is 
found in each specialty -group and among Catholics 
as well as non -Catholics. 

These findings suggest the following tenta- 
tive interpretations: 

1. The fact that the more prominent doctors 
are most involved in family planning, and that 
younger doctors are more involved than older ones 
suggests that the profession generally may be 
moving toward greater acceptance counseling 

on birth control and family planning,as signifi- 

cant medical functions. 

2. Despite their obvious and important 
differences in regard to birth control and 
contraception in medicine, Catholic and non - 
Catholic doctors alike may be subject to similar 
pressures, and similar societal and professional 
trends. (This is suggested by the relation of 

involvement to age and status; among both non- 

Catholic and Catholic doctors - and among 

Catholics, its relation to religious environ- 

ment: cf. Points 3, 4, and 5 above.) 

Table 1. INVOLVEMENT IN CONTRACEPTION - 
COUNSELING, BY DOCTORS' RELIGION 

Percent in Each Involvement Group 

Low Moderate High 

Non -Catholics (1117) 29 35 36 
Catholics (1310 58 27 15 

Table 2. CATHOLIC DOCTORS' INV 
TN CONTRACEPTION - COUNSELING, IN NON - 

CATHOLIC AND CATHOLIC AREAS 

Percent in Each Involvement Group 

Cities: 

Low Moderate High 

Non -Cath. (19) 37 21 42 
Catholic (44) 68 21 11 

Towns: 
Non -Cath. (17) 41 18 
Catholic (16) 81 6 12 

Rural: 

Non -Cath. (14) 21 65 14 
Catholic (24) 67 29 4 

Mean: 
Non -Cath. 33 4o 27 
Catholic 70 20 10 

Table 3. INVOLVEMENT BY AGE 

Percent in Each Involvement Group 

Non -Catholics Catholics 

Low Mod. High Low Mod. High 

39(1731) 26 35 38 (42) 50 31 19 
(184)22 35 43 (67) 55 27 18 

55+ (118)43 34 23 (25) 72 24 4 

All Doctors 

Low Moderate High 

39 (156) 32 3h 33 
40- 54(251) 31 32 37 
55+ (143) 32 18 
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Table T AND STATUS 

Percent in Each Involvement Group 

Ion- 

Status Low 

Catholics Catholics 

Mod. High Low Mod. High 

39 17 (35) 71 23 6 

34 34 (72) 53 32 15 
38 47 (22) 46 27 27 

23 67 ( 5) 

Low (105)44 
Mod. (183)32 
High (75) 15 
Very 
high (53) 11 

All Doctors 

Low Moderate High 

Low (1140) 51 35 14 
Moderate (255) 38 33 29 
High ( 97) 21 36 43 
Very high( 58) 14 21 65 
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DISCUSSION 

Philip M. Hauser, University of Chicago 

The three papers presented at this session, 
although well done in terms of the present state 
of knowledge and technique, individually and col- 
lectively testify to the deplorable state of 
knowledge about factors affecting family size. 
Each of the papers is based on studies which may 
be described as significant, ambitious, and care- 
fully and effectively pursued. Yet each, by 
reason of the state of the art and science in- 
volved rather than the competence and qualifica- 
tions of the study directors or the authors, 
testifies to the ignorance more than the knowl- 
edge of the demographer, sociologist and statis- 
tician about the variables which account for 
family size, differentials in size, and family 
planning. 

My discussion focuses largely on the Prince- 
ton study presented by Mr. Sagi,partly because 
it was the only paper made available to me in 
advance of this meeting and partly because my 
observations apply with about equal force to 
the others. 

First, it must be noted that the Princeton 
study embodies a number of substantial gains 
over previous research in the field. It gives 
evidence of the accumulation of knowledge, both 

substantive and methodological, in the design of 
the study and in the nature of the findings. It 

represents an important step forward in utiliz- 
ing a longitudinal approach, and in providing 
for the reinterview of respondents to check 
verbal reports by means of reports of subsequent 
actual behavior. It introduces more effective 
controls than previous fertility studies in con- 
centrating on a single parity, and is ingen- 
ious in focusing on a point in family develop- 
ment which is critical in determining whether 
there will be relatively large or small families. 
Other innovations include the study of entire 
metropolitan area units, which are increasingly 
the crucial population agglomerations on the 
American scene; the utilization of an electronic 
computer which has made possible some 80,000 
coefficients of correlation to keep the study 
personnel occupied; and the achievement of a 
relatively low refusal rate, 6 percent - -low for 
the nature of this undertaking. Such a low 
refusal rate necessarily points to an effective 
coordination of research design and field opera- 
tions. 

Findings of the study some of which are 
presented in this paper are organized around the 
impact of religiousity, familistic orientation, 
personality characteristics, and the control of 
fertility on family size. A relatively impor- 
tant finding is indicated in the greater effect 
of religion than of class differences on fer- 
tility behavior. The findings speak for them- 
selves and call for little further additional 
comment here other than the basic one, which 
documents my reference above to the deplorable 
state of knowledge in this general area. That 
is, it is doubtful whether this study will mate- 
rially increase the explanation of variance in 

fertility behavior above the 20 percent level 
achieved in the Indianapolis fertility study. It 
is the 80 percent area of ignorance which repre- 
sents the target for students of fertility 
phenomena in the decades ahead; and from the 
looks of things it may well be decades before we 
materially improve our explanation of the vari- 
ance in family size. 

Let me turn next to the consideration of a 
few of the problems which are involved in this 
and similar studies and to their basic general 
limitation. 

In my judgement, perhaps the basic problem 
which afflicts studies of this type, the problem 
which characterizes much of social science, is 
the inadequacy of the metrics which are available 
for many of the significant social and social 
psychological variables. Undoubtedly, much of 
the failure to account for a greater proportion 
of the variance in family planning behavior and 
family size lies not so much in failure of theory 
and concepts as in the inability of investigators, 
as yet, to obtain good measurements of the social 
and social - psychological variables which are in- 
volved. This is a problem, of course, which af- 
flicts much of social science and one which the 
demographer, in spite the relative hardness of 
his data and methods in other respects, shares 
with other social scientists when he attempts to 
study sociological and social -psychological vari- 
ables in relation to demographic variables. This 
study, like many others, highlights the need to 
concentrate on ways and means of obtaining better 
metrics of social variables. 

Second, another basic problem, harassing in 

studies of this type, is the relatively great 

cost of obtaining information by means of the 

interview method, even though the most recent 

advances in sampling are employed. High costs in 

the context of relatively scarce funds necessar- 

ily means frustration to investigators of fertil- 

ity behavior. In the years which lie immediately 

ahead, it is doubtful that methodological devel- 

opments will do much to reduce cost factors. If 

progress is to be made, therefore, in continued 

researches in this field, ways must be found to 

increase the resources allocated and available 

for research of this type. It should be possible 

to obtain the needed funds for researches into 

fertility behavior. With the resurgence of na- 

tional population growth and its implications for 

the future population of the United States, it 

would seem that few problems have greater na- 

tional import both from the standpoint of domes- 

tic policy and the place of the U.S. in the world 
order. 

Third, the study will probably document the 

limitations of correlation analysis which one of 

my old teachers, Professor Thurstone, once re- 

ferred to as a "confession of defeat." Adequate 

funds which would permit larger samples might well 

permit a more direct analysis of the data in 

multi -dimensional cross tabulations and, thus, 



more directly unscramble confounded variables 
which hinder researches of this type. 

Finally, I should like to call attention 
to a more basic limitation of research in this 
area, the limitation of "historicism." Studies 
of this type are necessarily conducted over a 
span of a few years at the most, in a specific 
context -- social, economic, and political. The 
findings which are obtained must be regarded as 
representing a point on a secular trend line, a 
point on a possible business cycle, a point on a 
possible large deviation from trend represented 
by a major event such as war. Moreover, find- 
ings of this type must be interpreted in light 
of the nature of the American- population in mid - 
twentieth century - -an admixture of ethnic and 
racial groupings, most of them in a relatively 
early stage of acculturation, accommodation, 
and assimilation, to a common national life; 
and all of them caught in a swirl of rapid so- 
cial change characterized by increasing and 
accelerating rates of urbanization and metro - 
politanization. Considerations of this type 
obviously point to major limitations to gener- 
alizations drawn beyond the specific studies. 

The study of the Growth of the American Fam- 
ily presented by Messrs. Whelpton, Campbell, and 
Freedman is, in essence, subject to the same 

observations as those made above. The study 

contains much which represents addition to the 

fund of knowledge. But it is subject to the 

same type of specific and general limitations as 

those to which I have referred above in respect 
of the Princeton study. Perhaps the most impor- 
tant observation that can be made about the GAF 
study is that perhaps its most significant con- 
clusion will not be achieved unless it is suc- 
cessful in the additional financing necessary to 
follow up and check verbal responses with actual 
behavior. 

The Spivak and Ruterman study has touched 
on a relatively neglected as well as important 
field. It contains findings of considerable 
significance not set forth nor documented as 
well before, namely: (1) the religion of a 

physician is an important element in the deter- 
mination of the nature of his medical practice 
in the family planning area; (2) the medical 
practioner may follow, rather than lead, in 

social change in respect to family planning. 

In this study, as in the others, the his- 
torical context undoubtedly greatly affects the 
ability of the authors to generalize beyond 

their specific population. 

In conclusion, it should be observed and 

emphasized that each of these three studies 
represents an important step forward in achiev- 

ing a better understanding of factors affecting 

family size. The teams which have been respon- 

sible for the design and operation of the re- 

searches have displayed competence, ingenuity, 
and creativity, both theoretical and method- 

ological in the pursuit of these investigations. 
The studies, however, must reviewed not only 
against the background of what we know but 
against the background of what need to know. The 
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studies represent progress in the light of the 

past, but, nevertheless, one must acknowledge 

the ignorance which all of us in population 
studies share in respect to the factors which 
account for family size. 

1Subsequent to the presentation of this dis- 
cussion the enterprise did receive additional 
grant of funds from the Rockefeller Foundation 
to permit the follow -up study. 
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DISCUSSION 

By: William J. Gibbons, Foniham University 

All three papers presented reflect the recent 
advances in methodology and research design of 
studies on psychological factors affecting family 
size. In fact, the projects they in part report 
have contributed significantly to progress in the 
development of hypotheses for such studies and in 
improvement of the testing instruments. Moreover, 
their success in handling with reasonable objec- 
tivity, the inherent values of different religious 
groups is itself worthy of note. 

In the "Growth of American Families" paper 
by Campbell, Whelpton and Freedman, some problems 

of analysis and interpretation inevitably follow 
upon the categories used. The definition chosen 
for subfecundity, for example, leaves relevant 
questions unanswered. It does not reveal the ex- 

tent to which known or suspected sterility is the 
result of voluntary choice or of surgical opera- 
tion for non -contraceptive purposes. 

The "semifecund" category, probably needed 
under the circumstances, may not take adequately 
into account the naturally "normal" range of the 
intervals between pregnancies, apart from efforts 

tc control conception. Put another way, with 
equal logic those with very short intervals could 
be placed in an "excessively- fecund" category. 
Though a minor point, this illustrates how very 
limited is our knowledge offertility potential 
and the various factors, other than contraception, 
which influence frequency of births. 

Likewise, the category poses 
problems. It does not indicate extent to which 
douching "for cleanliness only may conceal unex- 
pressed contraceptive expectations and desires. We 
have here an area of possibly confused motivation 
and latent values. As with other practices which 
affect fecundity indirectly, this merits study. 

Among Catholic couples individually committed 
to periodic continence, there occur at times dis- 
crepancies between expectations and performance 
because of value conflicts. Failures in personal 
self -control, essential to the method, can become 

an important factor in the outcome. How one can 
measure post factum this element, and then isolate 
its influence from method -failure is not clear. 

The report on the Princeton Study by Sagi, 
Potter and Westoff, offers instructive findings on 
cultural -religious factors. The shorter interval 
among Catholics before first births, may reflect 
a desire to demonstrate willing acceptance of 
parenthood as such, as well as a fairly general 
non -use of contraception during the first years 
of marriage. The longer average interval between 
first and second births is specially noteworthy. 

Use of the term "desires" in connection with 
anticipated number of children was not a fortunate 
choice. In the case of Catholics especially, the 
differences between actual desires and the expec- 
tations may be quite significant, and both may be 
different from ultimate performance. Given truly 
improved methods of detecting fertile periods, 
these gaps between desires, expectations and per- 
formance could eventually narrow. 

Categories relating to amount of education 
under religious auspices are somewhat less clear 

than desirable. Designation of schools simply as 

parochial or denominational raises difficulties. 
Breakdown by type might reveal variations accord- 
ing to quality and intensity of religious instruc- 
tion. A direct relationship between years in the 
schools and depth of theological -moral knowledge 
should not be assumed. More refinement in this 
connection presupposes adequate size of subsample, 

as well as additional hypotheses regarding degrees 

of understanding of authentic Church positions. 

Of special interest is the indicated differ- 
ential in desired family size as between the male 
and female graduates of Catholic colleges. Such a 
finding merits further exploration, and also gives 
warning against too hasty generalizations on the 
motivational effects upon students of religiously 
oriented education as such. 

The study of attitudes of medical practition- 
ers, by Spivak and Ruderman, throws new light on 
the religious and cultural factors at work. It 
bears out what was long suspected, that changes 
over time in medical training have affected the 
views of doctors on their role as family advisors. 

But the finding which stands out in their 
report is the relationship between degree of in- 
volvement and the characteristics of the region 
wherein the doctor practices. Additional studies 
may be in order, however, to see what, if any, 
selectivity factors are at work in leading the 
Catholic doctors to choose particular areas. Also, 
the medical school in which they studied possibly 
is of some relevance. 

Use of the term contraception in all three 
studies, without clearcut breakdown into methods 
which Catholic norms accept and those they reject, 
may to some extent bias the results. Because the 
connotation to Catholics in general is narrower 
than to sociologists, careful explanation of terms 
seems necessary. Similarly, the more generic 
term birth control awakens different emotions and 
concepts in varying groups. This confusion in 
terminology is now increased with advent of oral 
drugs to forestall ovulation, a procedure which 
has not met with Catholic approval. 

To get at additional factors operative in the 
thinking and decisions of Catholic couples, close 
attention to their degree of understanding the 
approved norms will be necessary. And there is 
also needed greater differentiation between what 
they would like, what they accept intellectually, 
and what, on occasion, they may do. Some earlier 
attitudinal studies were not sufficiently precise 
in this regard. It is encouraging to note that 
today's papers manifest considerable care as to 
definitions. The above comments are made merely 
in the interests of further advances in clarity. 

For an early discussion on the role of norms, 
see: W.J. Gibbons, "The Catholic Value System in 
Relation to Human Fertility" in Studies in Popula- 
tion (ed. by G.F. Mair), Princeton Univ. Pr., 1949, 
p108 -134. 
2/ For discussion of the drugs, see "Physiologic 

Control of Fertility: Process and Morality" by 
W.J. Gibbons and T.K. Burch, American Ecclesias- 
Review, 138:246 -77 (April 1958). Bibliography. 
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POPULATION GROWTH AND ECONOMIC DEVELOPMENT IN THE U.S.S.R. 

By: Warren W. Eason, Princeton University 

It has now been thirty years since the start 

of the industrialization drive in the Soviet 
Union and the launching of the First Five- ear 
Plan; and it Will be just fifteen years more, 
according to the official view, before the 

Soviets overtake the leading capitalist countries 

in per capita production and establish the 
"material -technical" basis for carom 
out challenging the realism or meaning of this 
prospect, but acknowledging the rapidity of 
change which has taken place so far, it would 

seem that enough time has passed for there to be- 
gin to be evident baste relationships between 
population growth and economic development under 
Soviet conditions. I would like to outline for 
you briefly what these relationships seem to be 
to the present, and also to consider some future 
possibilities. 

First, on a technical note, I shall use as 
population and labor force data, Soviet figures 
themselves and also estimates which I have made 
at some length and laboriously on the basis of 
fragmentary information in Soviet sources. The 

length of the paper precludes description of 
methods or discussion of possible magnitudes of 
error, except in a few cases; and for details I 
refer you to the usual unpublished manuscript. 

The need to understand relationships between 
population growth and economic and social change 
is apparent to Soviet social scientists. 
"Population growth and changes in its structure," 
wrote Riabushkin at the World Population Confer- 
ence in 1954, "are determined by socio- economic 
conditions; while, on the other hand, the 
planning of socio- economic measures must cer- 
tainly take into account population indices and 
trends." At the same time, available materials 
have been notably weak in offering any discussion 
or analysis of such relationships. This short- 
coming is compounded for us by the fact that 
since 1928 there has been published what is clear- 
ly only a portion of the data on the population 
and labor force available to the Central Statis- 
tical Administration of the U.S.S.R. 

Nevertheless, the materials which are avail- 
able give us something to go on, and I propose 
to examine the evidence under the following four 
headings: first, changing population size and 
structure under changing economic and social con- 
ditions; second, implications of changes in pop- 
ulation growth for the pattern of economic devel- 
opment; third, relationships between population 
growth and labor force trends; and fourth, im- 
plications of changes in population growth and 
labor force trends for changes in labor policy. 
Please forgive me if, in the time at my disposal, 
I am something less than comprehensive under 
each of these headings. 

I. Changing Population Sise and Structure Under 
Changing Economic and Social Conditions 

In the period as a whole since 1928, the 
demographic aspects of Soviet population growth 
have assumed the following general pattern: 
first, a lowered rate of increase of the total 
population, including lowered birth and death 
rates; second, a relative decline in the popu- 
lation age 0-15, a relative increase in the popu- 
lation age 16-59, and constance to moderate rela- 
tive increase in the population age 60 and over; 
and third, a reduction in the number of males 
relative to females. 

If preplan peacetime characteristics of 
population growth had been maintained, one would 
have expected many, if not all, of these indices 
to have remained essentially unchanged or even to 
have moved in the opposite direction. The socio- 
economic forces which operated to change estab- 
lished growth patterns seem to have been of both 
a temporary and more long- lasting nature. 

Starting from a peacetime growth rate of 
2 per cent or more per year, with a birth rate in 
excess of per thousand and a death rate near 
20 per thousand, the first of the temporary forces 
we can locate as having transpired immediately 
after the start of the plans, during the early 
1930's. The data are not complete, but they 
indicate a sharp fall in the rate of population 
increase during 193l -193h, and perhaps even an 
absolute decrease in the population during one or 
more of these vears; they also suggest that this 
was more a question of higher death rates than 
lower birth rates. The temporary if rather acute 
nature of these forces is suggested by the fact 
that birth and death rates by the later 1930's, 
when general conditions were more stable, were 
near preplan levels. 

We can only speculate on the nature of the 
forces affecting population growth in this way 
during the early 1930's, but the following charac- 
teristics of the period would seem to be relevant: 
the rapid collectivization of agriculture and the 
reported violent reaction of the peasants; the 
rapid rate of rural -urban migration; the refor- 
mation of regulations concerning marriages and 
divorces and birth control; and the widespread 
food shortages of 1932 -1933. 

The second force of a temporary nature 
affecting population growth since 1928 is, of 
course, World War II. If Soviet estimates of 
their total population in the postwar period are 
anywhere near correct, the implication for popu- 
lation losses during World War II verge,on the 
incredible. This itself makes analysts 
both here and in the Soviet Union feel that when 
the total population from the forthcoming all - 
Union census of population of January 15, 1959, 
is known, it will reveal a higher total than that 
implied by the official estimate of 200 million as 



of April, 1956. In any event, these and other 

data taken at face value suggest population losses 

in excess mortality and reduced fertility during 

World War II and the years immediately thereafter 
of an order of million. 

If the Soviets were to publish their own 
estimates of the population by age and sex we 
would undoubtedly see the effects of World War II, 

and we could chart same of the subsequent demo- 

graphic and economic effects with respect to the 

population of working and reproductive ages. In 

the absence of such data, I have tried to estimate 

the population by age and sex assuming the mutual 

interccneistency of the major pieces of statis- 
tical information, such as birth and death rates, 
average life expectancy, etc., and using also a 
modified "projection" a 1940 base population. 
The result as of 1955 compared to 1939 is a 
sizeable relative decrease in the population age 
0-15, f 38 per cent to 29 per cent of the 
total; a corresponding increase in the population 
age 16 -59, from to 63 cent of the total; 
and a slight increase in the population ae 60 

and over, from 7 to 8 per cent of the total. 

The smaller share of children reflects the 
wartime conditions and the fact that the peace- 
time birth rate is now less than in prewar years. 
This appears in spite of the effect of high 
military losses during the war toward lowering 
relatively the group age 16-59. The wartime and 
peacetime birth -rate effect thus outweighs, so to 
speak, the effect of military losses on the age 

structure of the population. This is reinforced 
by the fact that there entered the working ages 
between 1950 and 1955 the persons born during the 
period 1935 -1939, when the birth rate was high -- 
persons who, moreover, were of an age during the 
war to escape military service. The number of 
males per 100 females according to estimates, 
declined from 92 to 86, between 1939 and 1955. 
(The corresponding ratio of 1945 is estimated 
to be 85.) 

Before tracing some of the implications of 
these wartime changes in population structure for 
the future growth of the population, let me give 
some attention to what is apparently a more fun- 
damental change in the pattern of population 
growth under Soviet conditions. I refer to the 
lower peacetime birth and death rates and 
increased life expectancy revealed by annual data 
for the 1950's. These data show a crude birth 
rate of about 25 per thousand compared to more 
than 40 per thousand on the eve of the plans; a 
death rate of about 8 compared to 18; and average 
life -expectancy of 67 years compared to Years. 
Standardisation for changes in age structure 
since preplan years would lower the recent birth 

and raise the death rate, which is to say 
that birth and death rates can be said to be now 
about one -half of the corresponding preplan rates. 

Soviet sources have not provided in any sense 
a real analysis of these changes. With respect 
to the lower death rate, a number of sources refer 
simply to "the growth of public health measures 
and the iiprovement of the well-being of the 
workers."' We really can say more than that. 
It may be shown by a hypothetical calculation that 
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anoraximately one -half of the decline in the 
crude death rate from 18 to 8 per thousand is due 
to the decline in infant mortality, which is 
reported for 1957 at deaths per one thousand 
births. Incidentally, this extremely rapid 
decline in infant mortality, from a level of 
about 184 in 1940, is rapid enough to cause some 
to raise a question about the comprehensiveness 
of the recent figure, a question also raised with 
respect to other vital statistics. Unfortunately 
the evidence is very obscure and its examination 
beyond the scope of this paper, although it may 
be noted that in- conversations with Soviet 
statisticians, these data were said to be quite 
comprehensive. In any event, whatever doubts 
we may have, the evidence does not seem enough 
on which to base substantial adjustments. 

In addition to the effect of infant mortal- 
ity on the decline in overall mortality, several 
additional points per thousand in the decline may 
be ascribed to the aforementioned changes in the 
age structure of the population, insofar this 
reflects the lower birth rate itself. Fewer 
children born means that fewer children are sub- 
jected to the hasards of mortality in the early 
years. 

Finally, the remaining points of the decline 
in the death rate would represent increased 
chances of survival for members of the population 
past the very young ages. 

Only one recent source has come to my atten- 
tion which includes any attempt o explain the 
decline in the crude birth rate. Even in this 
case a prewar date is selected for comparison 
(1940) which minimizes the extent of the decline, 
which is then ascribed to (1) the lower rate of 
infant mortality (leading, we can presume, to the 
need or desire to have fewer children), (2) the 
increase in the proportion of urban residents, 
and (3) changes in the sex ratio resulting from 
war -time population losses. It may be shown, 
again, by hypothetical calculations, that in all 
probability these factors fall considerably short 
of explaining the full extent of the decline. 
The calculations imply that married women in 
urban and probably also in rural areas now are 
having significantly fewer children than formerly, 
a condition which, as far as it is apparent in 
reduced average size of families, is confirmed by 
recent visitors to the Soviet Union. 

In the absence of interpretations of the 
lower birth rate in available Soviet sources, we 
are forced to speculate on the underlying reasons 
by relying heavily on analogy with experience in 
other countries. This subject is also beyond 
the scope of this paper, although the following 
factors in the Soviet case which suggest them- 
selves may be listed: the rapid rate at which the 
educational level of the population has been 
raised; the larger share of work falling on women, 
in the cities as well as in the countryside; and 
the continuation of the shortage of urban housing. 
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II. Implications of Changes in Population Growth 
for the Pattern of Economic Development 

I should like to be very brief in this sec- 
tion of the paper, having in mind what remains to 
be said in the third and fourth sections. 

The fact that the rate of population growth, 
starting almost with the beginning of the plans, 
has been considerably lower than preplan, is of 
considerable interest with respect to the 
"population dilemma" facing many of the other 
industrializing countries of the world. This is 
the dilemma of achieving a given rate of growth 
of production, the effectiveness of which on a 
per capita basis is reduced or even eliminated 
by an increased rate of population growth due to 
lower death rates with high or only moderately 
declining birth rates. The Soviets have not 
experienced such a dilemma, although the trans- 
ferability of their experience to other countries 
is questionable. The initial, sharp decline in 
population growth rates was of a temporary 
nature, and with several undesireable implica- 
tions. The effects of World War II are unique, 
and the net result in per capita growth rates 
from this source must also take into account the 
destruction of plant and equipment. 

With respect to longer -run considerations, 
perhaps forces of a universal nature are implied 
by the presently lower birth and death rates, 
in which case the fact that this has taken place 
in a relatively short period of time is very 
important. However, until we know the under- 
lying reasons for this trend, and in particular 
can isolate the effects of World War II itself 
on the timing of the decline in the birth rate, 
we may not be justified in seeking general 
applicability of the Soviet case. 

Finally, it would seem that economic growth 
in the Soviet Union has been enhanced by the 
trends since 1928 in the age distribution of the 
population. The larger share of the population 
of working ages has tended to reduce relatively 
the demands for consumption on production. The 
effect has been to permit a higher share of 
productive effort relative to the given population 
of working ages to go for investment (noncon- 
sumption) than would have been the case if the 
preplan pattern of population growth had been 
maintained. 

III. Relationships Between Population Growth 
and Labor Force Trends 

Changes in the size and composition of the 
labor force result from changes in the size and 
composition of the population and from changes in 
the labor force per cent of population by age and 
sex. A relatively broad definition of "labor 
force" is convenient for interoretting Soviet 
data, so as to include persons "having an occu- 
pation," but without specific time reference such 
as the census week in use in the United States. 
The effect of this definition, essentially one 
according to "usual occupation," is to include "in 

the labor force" those working full -time in indus- 
try as well as those with a seasonal pattern of 
work in agriculture. Under this definition, 
Soviet conditions on the eve of the plans suppor- 
ted a relatively high percentage of the population 
"in the labor force." 

Specifically, more than half of the total 
population was classified as "having an occupation" 
in the 1926 census including 91 per cent of 
urban males and 97 per cent of rural males age 
16 -59, and h5 per cent of urban females and 85 per 
cent of rural females age 16 -59. Unfortunately, 
the Soviets have published virtually nothing since 
the beginning of the plans on the percentage of 
the population in the labor force; but it would 
seem from indirect evidence that the percentage is 
only moderately if at all lower. What would 
otherwise be a downward effect due to rural -urban 
migration, together with a declining percentage 
of children and young people in the labor force, 
has apparently been partly compensated for by a 
higher percentage of urban males and females in 
the labor force. Even the downward effect with 
respect to young people is modified by the fact 
that, under the broad definition of "labor force," 
virtually all rural youths and many urban youths 
12 years of age and older, despite increased 
school attendance, would continue to work on farms 
in the summer, and would therefore be considered 
to "have an occupation." 

At the same time, the yearly average number 
of persons actually working or employed has in- 
creased per cent of the total labor force. The 

reason is the large -scale migration of labor from 
rural to urban areas, i.e., areas where many 
months ofthe year were typically spent idle, to 
more or less full -time employment. 

The direct effects of population changes on 
the labor force include the followings (1) The 

lowering of the sex ratio as of the early 1930's 
and due to World War has tended to increase the 

number of females per cent of the labor force. 
(2) The changing age composition has tended to 
increase the total labor force per cent of the 
total population. This latter effect has been 
the stronger in the 1950'e, when there entered 
the labor force persons born during the later 
1930's, when the birth rate was relatively high 
and infant mortality lower than in preplan years. 

By the same token, the rate of increase of 
the labor force can be expected to be slowed down 
drastically in the coming five or ten years as 
persons born during World War II when the birth 
rate was low and infant mortality high -- enter 
the working ages. In the past, the population of 
working ages 16 -59 has increased by about 1 or 2 
million persons per year, including increases of 
more than 2 million per year in the most recent 
period, 1950 -1955. Between 1955 and 1960 the 
rate of increase will continue high, at about 1.5 
million persons per year. However, between 1960 
and 1965, according to my projections, the increase 

will be of an order of only a few hundred thousand 
persons per year. Only thereafter, when groups 
born after World War II come of age, will effec- 
tive growth be resumed, with an increase of about 
1.5 million per year to 1970 and 2 million to 1975. 



Even this is a slower rate of increase than in 
earlier years, due to successively higher numbers 

in the labor force. The deficit of males over 

the next twenty years, of course, will be gradu- 

ally reduced. 

The rate of flow of new labor into production 
in the Soviet Union in the near future will thus 
have rather different characteristics from the 
past. The Soviet planners must certainly not be 
unmindful of these impending changes, but official 
data the subject have not been released, and 
there is almost no discussion of the subject in 
available materials. One response to the sharply 
declining rate of increase of the population of 
working ages would be to attempt to increase the 
percentage of the population in the labor force, 
especially with respect to females. There is 

some evidence of thinking along these lines, at 
least by academic people. However, if I am 
correct in assuming that the percentage of the 
population in the labor force is already very 
high, the possibility for compensation in this 
direction is limited. 

This is to say that the Soviets will be under 
mounting pressure to treat labor as an increasing- 
ly "scarce" commodity, a development, now accen- 
tuated by demographic forces, related to the con- 
tinuously rising stock of capital. 

This is also to say that the Soviets must 
face a serious alteration of the age -group 
"balance" within the labor force. As the next 
decade passes, the following pattern of distri- 
bution by age will develop: 

(1) The senior group in the labor force, from 
which, in addition to others, are drawn top mana- 
gerial personnel, as well as technical and skilled 
personnel with accumulated years of experience, is 
the group born anywhere from about 1895 to 1920. 
Some of the males in this group were old enough at 
the time to have been subjected to the military 
hazards of World War I; some were born during 
the Civil War, when the birth rate was low; and 
almost all were of an age to have been subject to 
military service in World War For all of 
these reasons, the population in these age cohorts 
is relatively small. 

(2) The middle group in the labor force over 
the next decade will include persons born between 
the early 1920's and World War II. For most of 
these years, birth rates were relatively high, and 
the majority of males in this group were of an age 
to have escaped military service during World War 
II. These are the members of the labor force in 
the next decade who are "in transition" to posi- 
tions of responsibility, and who are otherwise 
acquiring experience in all types of jobs. For 
the reasons listed, this will be a relatively 
large group in the force. 

(3) The junior group in the labor force over 
the next decade, those entering the labor force, 
will comprise persons born during years of rela- 
tively low birth rate and high infant mortality 
rate (1940- 1950), and will therefore be of rela- 
tively small number. 
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The impact of these developments in the mat- 
ter of planning for labor utilization will be con- 
sidered below. 

N. Implications of Changés in Population Growth 
and Labor Force Trends for Changes 

in Labor Policy 

Several major directives have been issued 
recently by the Soviet government which affect 
the recruitment, training and utilization of labor. 
The directives cover, first, the transformation of 
the educational system and the establishment of 
priority in full -time advanced training for those 
with production -line experience; and, second, the 
reduction of the work -day from seven to six (and 
in some cases five) hours, without reducing per - 
man productivity. Although there is no space in 
this paper to examine the official reasons given 
for the policy changes, I would like to examine 
what appear to be rather substantial demographic 
considerations. These considerations seem im- 
portant enough to merit our attention, even though 
there is virtually no discussion of this aspect of 
the question in Soviet materials. 

The essence of the reorganization of the ed- 
ucational system is to create eight -year schools, 
in a sense (but not literally) to replace the 
present seven -year schools, and to make eight - 
year education obligatory for all; and to create 
eleven year schools, in a sense (but not literally) 
to replace the present ten -year schools. 
Although eight years of education are now obliga- 
tory, the number who may avail themselves of the 
9th, 10th and 11th years on a full -time basis is 
strictly limited and on the condition of merit. 
Furthermore, priority for entrance into higher 
training (universities and institutes) is now to 
be given to those who not only have completed 
eleven years but who also have had production - 
line experience. This is to say that marry who 
complete eleven years without interru ption will 
be forced to go to work before continuing their 
education fell -time; and that those who go to work 
after eight years will have to achieve the 9th 
through 11th years while they work. Widened 
facilities, particularly within factories, are 
being developed. 

The formula for priorities in entrance to 
higher education is yet to be worked out. In 
discussions which I had recently with Soviet 
educators, following the publication of %hrush- 
chev's thesis in November, a figure of some 80 
per cent was mentioned in several instances as 
the proportion who would be entering given 
institutions of higher education with not only 
eleven years of secondary training but also at 
least two years of experience in production. 
This compares with a present proportion of an or- 
der of 20 per cent, and the transition to the new 
system will take place within a period of a few 
years. The entrance procedure in each case, I 

am told, will be altered to achieve the desired 
proportion in favor of persons with work expor- 
fence. 

The effect of this program is not to change 
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the overall rate of increase of the labor force, 
except to delay entrance into full -time work by 
one year or so due to the fact that eight -year 
schooling is obligatory. Younger persons 
forced to work before entering advanced training 
will simply replace the older ones who leave for 
training. 

For this reason the program will serve to 
increase the average age of the body of students 
receiving advanced training in universities and 
institutes. In the first place, it will attract 
initially the older people who have been on the 
production line a number of years and who until 
now have not been able to compete academically 
with those coming directly from secondary schools. 
In the second place, it will delay the entrance 
into higher education of individuals now in the 
secondary schools. 

The effect of the new in drawing 
people immediately from the relatively large 
"middle group" in the labor force will tend to 
redress any "imbalance" in the proportion of 
trained and untrained people which occurred 
when this group passed through the ages hereto- 
fore devoted to advanced training. It will 
also tend to maintain a "balance" in terms of 
formal skills and age structure between the middle 
group and the relatively small junior group in the 
labor force. Thus, by giving the people in the 
middle age cohorts an opportunity to raise their 
qualifications, the program will tend to bring the 
rate at which the advanced schools turn out people 
of given ages more into line with the rate at 
which these people are being supplied to the 
national economy. 

The directives with respect to the reduction of 
hours of work appear as part of a long -run objective 
the attainment of which was delayed when hours were 
increased substantially during World War The 

condition that this reduction in hours must take 
place in a given enterprise without reducing per man 
productivity seems to be an administrative technique 
for stimulating individual directors to raise the 
technological and organizational levels of the enter- 
prise's operation. 

The demographic question that cones to mind is 
this: why, in view of the imminent decline in the 
rate of increase of the population of working ages, 
have the Soviets picked this time to reduce hours of 
work? Will it not aggravate the labor supply prob- 
lem? In the most obvious sense it will. On the 

other hand, if we take into account the age structure 
of the labor force to which I have referred in terms 
of the three groups, and the fact that the rate of 
increase of the labor force in the future will not 

for many years again be as high as in the past, this 
reduction of hours may not necessarily be ill- timed. 

First, to reduce hours at anytime in the future 
will be to do so in the face of a slower rate of in- 
crease of the labor force than in the past. Fur- 
thermore, the rate of increase of the labor force 
over the past seven years or so has been unusually 
high. Taking this seven-year period together with 
the next seven years produces an average increase of 
about million persons per year, or not signifi- 
cantly below the increase for most years since 1928. 

Second, as the program is carried out over the 
next few years, the hours of labor reduced will be 
primarily those supplied by the relatively large 
"middle group" in the labor force. To execute the 
program at the present time, therefore, serves to 
accentuate the need to adjust to a long -run reduc- 
tion in the rate of increase of labor supply, by 
cutting immediately into the relatively large labor 
supply that has come on the scene over the past 
five or ten years. 

Since this is a meeting of statisticians, I 
would like to end my presentation on a statistical 
note, by calling attention to the fact that 
within the next month, on January 15, 1959, the 
Soviets will conduct their first census of popula- 
tion in twenty years. There is some reason for 
hoping that more of the data from census will 
be published than from the 1939 census. A certain 
optimism in this connection is enhanced by the 
gradual appearance in recent years of more statis- 
tics in all fields and by the discussion of some of 
these statistics in the academic journals. With 
the publication of the data from the census, there- 
fore, we might also hope that discussions will widen 
to the area, heretofore virtually ignored, comprising 
relationships between population and economic and 
social variables. 
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BUSINESS AND BABIES: THE INFLUENCE OF BUSINESS CYCLES ON BIRTH RATES 

By: Dudley Kirk and Dorothy L. Nortman, Population Council 

The recent economic recession has 
revived interest in the effects of eco- 
nomic fluctuations on birth rates. Both 
in popular thinking and in the scholarly 
literature it is assumed that the low 
birth and marriage rates of the 1930s 
were attributable to the great depression. 

Correspondingly, the continuing marriage 
and baby boom of the past decade is com- 
monly thought to reflect the prosperity 
of the postwar years. There have been 
predictions that the 1957 -58 recession 
would be followed by a significant re- 
cession in births.(1) 

While there has been general aware- 
ness that vital events are influenced by 
economic conditions, there have been 
relatively few published studies that 
apply statistical measurement to this re- 
lationship. There have been excellent 
reasons for this, both in the defects of 
the basic data and in the methodological 
problems of measurement. The basic data 
are now improved, but the problems of 
measuring and interpreting the degree of 
covariance between economic data and vi- 
tal statistics have not been entirely re- 
solved. Among the more serious of these 
problems is serial or auto -correlation in 
time series, an influence that tends to 
exaggerate the apparent covariance. 

Studies by Thomas, and particularly 
the well -known paper by Galbraith and 
Thomas(2), attempt to avoid this error by 
using trend deviations rather than abso- 
lutes in analysis of the relation between 
business cycles and births. Using trend 
deviations these authors found a correla- 
tion of .80 between the Bureau of Labor's 
suggested index of factory employment and 
total births for the years 1919 -1937, 
with births lagged one year. The authors 
state their conclusion that 
"Marriages are 'controlled' during 
depressions, and, within marriages, 
births of all orders are likewise 
controlled. Since birth rates of 
higher orders are overweighted with 
births to the lower income, occupa- 
tional, and educational classes, it 
is clear that the birth control 
movement has penetrated deep into 
the social structure during the past 
two decades. 

The present paper will: (1) summa- 
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rize the application of similar methods 
to annual da in the entire period since 
World War I,*)and (2) extend the analy- 
sis to monthly and quarterly data using 
both correlation and reference cycle 
techniques. 

Correlation Analysis 

The present study correlates trend 
deviations of economic measures (as in- 
dependent variables) to measures of nup- 
tiality and natality (as dependent vari- 
ables). This method greatly reduces the 
serial correlation that often inflates 
the apparent covariance in time series, 
for example, when this covariance is 
measured by absolutes, by annual percent 
change, or by deviations from moving 
averages.(5) 

For the test of the relationship be- 
tween vital rates and business activity 
by the conventional correlation tech- 
nique, three economic indicators are used: 
(a) real per capita personal income, (b) 

the Federal Reserve Board's index of in- 
dustrial production and (c) non- agricul- 
tural employment. Each of these has been 
related for the period 1920-58 (omitting 
years most directly affected by World War 
II) with measures of nuptiality and na- 
tality, i.e., marriages per 1000 unmarried 
women 15 to 44 years of age and births 
per 1000 women 15 to 44. The use of 
these data reduces the variability re- 
sulting from changes in the age structure 
of the population. The relation between 
economic fluctuations, nuptiality and na- 
tality are shown in Chart 1. In this 
chart per capita income in constant dol- 
lars is used as representative of the 
economic indicators. 

It will be noted that since World 
War I the three variables have had quite 
different trends, indicated by the three 
dissimilar lines plotted on Chart 1. 
1. Economic Activity. There have been wide 
fluctuations around a strong upward his- 
torical trend of growth, which for per- 
sonal income has averaged over 2% per 
year. Personal income, and indeed most 
indices of economic activity, were far be- 
low this historical trend throughout the 
decade 1930 -1940, far above it during the 
war years, and close to the historical 



152 

1600 

1400 

1200 

1000 

800 

200 

180 

160 

140 

120 

100 

80 

REAL PER CAPITA PERSONAL INCOME, NUPTIALITY & FERTILITY 

AND RESPECTIVE TRENDS ... 1920-1958 

DOLLARS PER CAPITA 

REAL PER CAPITA PERSONAL INCOME ' 
I I 

. 

,. 
g . 

---' - 

. 
i 

TREND LINE 

-LEAST SQUARES- -¡ 
III 

RATE PER 1,000 

NUPTIALITY 

FERTILITY 

- MARRIAGES 

- BIRTHS PER 

I 

PER 1,000 UNMARRIED 

1,000 NOMEN, 15-44 

I 

NOMEN, 

(LAGGED 

NUPTIAL 

15-44 

ONE YEAR) 

RATE s 

r` 
t1 

.... ,, 

. 
FERTILITY 

1920 1925 1930 1935 1940 1945 

CHART I 

1950 1955 

1600 

1400 

1200 

1000 

800 

200 

180 

160 

140 

120 

100 

80 



trend during the 1920s and since World 
War II. 
2. Nuptiality. Marriage rates were 
drifting downward in the 1920s, and ex- 
perienced a very sharp dip in the worst 
depression years, followed by a recovery 
so strong that by 1940 "postponed" mar- 
riages had effectively been made up. 
This is evidenced by the fact that the 
proportions of women married at each age 
in 1940, at the end of the depression 
decade, were very similar to the propor- 
tions in 1930 at the end of a decade of 
prosperity. In the years 1940 -1946, 
marriage rates were of course sharply in- 
fluenced by the threat and fact of the 
draft, the outbreak of war, mass con- 
scription, and finally postwar demobili- 
zation. Since World War II nuptiality 
has drifted downward but has remained at 
much higher levels than before the war. 
The higher birth rates of the postwar 
period are attributable in part to the 
higher proportions married.(6) 
3. Natality,. The plotted fertility rates 
shown on Chart 1 basically describe a 
shallow U- shaped curve, somewhat distort- 
ed by events connected with World War II. 
There is less year -to -year variability 
than in the economic indices or in nup- 
tiality. 

It will be evident that there is on- 
ly general correspondence between the 
major trends of the three variables. The 
downward trend of nuptiality and fertil- 
ity is usually interpreted as a reflec- 
tion of the spread of voluntary control 
of family size among progressively larger 
segments of the population. The downward 
drift of fertility was accentuated, but 
not drastically, by the headlong economic 
decline of the early '30s. At its low 
point in 1933 the fertility rate was only 
14% below its 1930 level, a year which 
reflected the peak prosperity and employ- 
ment conditions of 1929. During the pre- 
ceding three years, 1927 -1930, reflecting 
a period of economic prosperity, the de- 
cline in fertility had been 10%, suggest- 

on this rough basis of comparison 
that the depression brought about a de- 
cline of only 4% more than otherwise 
would have occurred. After 1933 the his- 
torical decline of fertility was checked 
and stabilized so that fertility was 
higher than would have been expected with 
the continuation of pre -depression trends. 

It would be unreasonable to argue 
from these major trends that the prosper- 
ity of the 1920s "caused" the fertility 
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declines of that period and that the de- 
pression brought about the end of this 
decline in the 1930s. But conversely the 
pattern of major trends does not support 
the belief that the depression "caused" 
the low birth rates of the 1930s. While 
it is true that marriage and birth rates 
were relatively low in the depression 
years and relatively high in the years of 
prosperity, there is no clear indication 
of causal relationship, so far as the 
major trends are concerned. 

The statistical measurements of co- 
variation employed in this study require 
the removal of secular trends and the 
measurement of deviations from these 
trends. The precise definition of trends 
inevitably involves arbitrary elements. 
For present purposes least squares lines 
were fitted for all series, in each case 
parabolas for the data for the period 
1920 -1941 (1921 -1942 for the birth rates) 
and linear least squares lines for the 
postwar materials. The trend lines are 
plotted in Chart 1 and the results of cor- 
relation analysis are shown in the first 
column of Table I. 

The possible effects of using differ- 
ent trend lines were tested by computing 
a set of correlation coefficients based 
on deviations from assumed historical geo- 
metric rates of growth for income (2.3 per 
cent per year) and industrial production 
(3.9 percent), the measure of employment 
being represented by unemployment as a 
percent of the civilian labor force. The 
results are shown for comparative pur- 
poses in Table I. The two sets of cor- 
relations are generally consistent, and 
in some instances identical, giving con- 
fidence that the particular method of de- 
termining trend is not a decisive factor 
in the results. 

The correlation data suggest the 
following generalizations: 

1. There is a high degree of cor- 
relation between year -to -year fluctua- 
tions in economic indicators, in nuptial - 

and in fertility. 

2. The relationship between the 
economic indicators and fertility was 
very stable for the interwar period, with 
no important difference where different 
independent variables or trend lines were 
employed. Not unexpectedly the coeffi- 
cients in this series approximate the fig- 
ure of .80 obtained by Galbraith and 
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TABLE I 

CORRELATIONS OF PERCENTAGE DEVIATIONS FROM TRENDS OF 
FERTILITY, NUPTIALITY AND ECONOMIC INDICES 

Period Independent Variable Dependent Variable Correlation Coefficient 
Method I Method. TT 

1920 -41 

1948 

1920-41 

1948-57 

Per capita income 
Industrial production 
Employment 

Per capita income 
Industrial production 
Employments/ 

Per capita income 
Industrial production 
Employments/ 

Per capita income 
Industrial production 
Employments/ 

Nuptiality 

Nuptiality 

It 

Fertility 

Nuptiality 

Fertilitvb/ 

.77 

.76 

.76 

.68 

.76 

.72 

.66* 

.78 

.57** 

.79 

.66* 

.63* 

.55 

.41*** 

.74 

.73 

-.73 

.76 

.74 

-.72. 

.86 

.79 

-.65* 

.79 

.66* 

- .45*** 

.49* 

*, **, Significant at .05, .10 level respectively. *** Not statistically significant. 
Unless otherwise indicated all values significant at .01 level. 

á/ Methods described in text. b/ Lagged one year. c/ For Method II, unemployment 
as percent of civilian labor force. d/ 1947 -1956 for Method II. 

Thomas for their series (using somewhat 
different variables) in the period 1917- 
1937. 

3. The relationship between econom- 
ic indicators and nuptiality for the 
interwar period is also quite stable,with 
a range of coefficients from .68 to .76. 

The results give confidence that the 
method of determining the trend lines is 
not a decisive factor in the measure- 
ments of the interrelationship in the 

interwar years. 

4. There is much greater variabili- 
ty in the coefficients for the past dec- 
ade, perhaps owing to the shorter series 
and lower statistical reliability of the 
results. The selection of years in this 
shorter series makes a significant dif- 
ference in the results. There is some 
suggestion that the relation of employ- 
ment or unemployment to nuptiality and 
fertility is lower in the postwar than in 
the interwar period. This is a result to 
be expected in view of the fact that even 
during postwar recessions a relatively 
small part of the total population was 
directly affected by unemployment per se. 

Otherwise, the relationships seem to he 
of the same general order of magnitude 
as in the interwar period. The coeffi- 
cients of correlation between nuptiality 
and fertility are the lowest in the 
series, both for the interwar and the 
postwar series. 

Partial and multiple correlation 
analysis for the interwar period is pre- 
sented in Table II. The results suggest 
that when the economic variables are held 
constant there is effectively no correla- 
tion between nuptiality and fertility. 
In other words, the data imply that the 
influence of nuptiality on trend devia- 
tions in fertility is a secondary effect 
of economic fluctuations. 

The correlations between economic 
indicators and fertility (i.e. .76 -.77) 
in the interwar period suggest that the 
economic indicators explain some 58 -59% 
of the variance in fertility series. 
These data combined with the simple cor- 
relation between nuptiality and fertility 
(.55, Table I) suggest that about 30 per 
cent or roughly one half is exercised 
through nuptiality and the remainder 



TABLE II 

PARTIAL AND MULTIPLE CORRELATIONS 
FOR TREND DEVIATIONS, 1920 -l941á/ 

Variable 
Correlation 
Coefficient 

Partial 
Nuptiality Constant 

Per Capita Income & Fertility .65 

Industrial Prod. & .64 

Employment & .62 

Per Capita Income Constant 

Fertility & Nuptiality 

Industrial Production Constant 

Fertility & Nuptiality 

-.06* 

-.0M* 

Employment Constant 

Fertility & Nuptiality .004* 

Multiple 
Fertility & Nuptiality with 

Per Capita Income .77 

Industrial Production .76 

Employment .76 

* Not statistically significant. 
á/ Fertility lagged one year throughout. 

through the direct influence of economic 
conditions on fertility. 

The coefficients for the postwar 
period (not shown) are of questionable 
significance, but indicate a somewhat 
lower level of influence of economic con- 
ditions, especially employment, than for 
the interwar period. 

A final step in the correlation 
analysis was to apply it to monthly and 
quarterly data. Because of the diffi- 
culty of obtaining a monthly seasonally 
adjusted series of nuptiality rates, cor- 
relation coefficients were computed based 
on seasonally adjusted data by quarters. 
As in the case of the annual data, linear 
least squares lines were assumed to rep- 
resent the secular trend, in this case 
for the period from the third quarter of 
1947 through the third quarter of 1958. 
Correlations of percent deviations from 
these trends, in which fertility rates 
were matched with the economic indicators 
and nuptiality nine months earlier, are 
presented in Table III. 

The coefficients are generally lower 
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TABLE III 

CORRELATIONS FOR TREND DEVIATIONS 
1947 QUARTER 3 THROUGH 1958 QUARTER 

Variables Coeffi- 
Dependent cient Independent 

Per Capita Total 
Personal Income 

Per Capita Dis- 
posable Income 

Index of Industrial 
Production 

Unemployment as 
Percent of Civilian 
Labor Force 

Nuptiality 

Fertility .48 
Nuptiality .58 

Fertility .33* 
Nuptiality .54 

Fertility .59 

Nuptiality .66 

Fertility -.43 
Nuptiality -.45 

Fertility .42 

* Significant at .05 level. Unless 
otherwise indicated all values sig- 
nificant at .C1 level. 

a /Data seasonally adjusted, by quarter, 
with fertility lagged nine months. 

than for the annual data. The highest 
relationship was found with the index of 
industrial production, which tends to 
support the hypothesis suggested earlier 
in this paper that in a prosperous era, 
the general economic climate may influ- 
ence fertility more than specific factors 
such as employment. It is interesting 
that the coefficients for nuptiality are 
higher than those for fertility, indica- 
ting that marriages may well be more 
immediately responsive to changes in 
economic conditions than births. The 
computed line of regression indicates 
positive conformity to changes in the 
economic variable, in the ratio of one to 
five for fertility rates and about three 
to five for nuptiality rates with the in- 
dex of industrial production. 

The above figures relate to aggre- 
gate and period data. The aggregate fer- 
tility index used, for example, masks 
divergent secular trends in the rates for 
the several parities,as shown in Chart 
2.(7) 

It will be noted that the parity 
rate for first births was first to turn 
upward from the long secular decline that 
culminated in the low fertility of the 
thirties. The upturns of parity rates 
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for first and second births were harbin- 
gers of the general rise of fertility in 
the postwar period. The parity rate for 
third and higher orders continued to de- 
cline through the decade, reaching its 
lowest point in 1939. This sequence 
would be expected with the continuing 
spread of family limitation to larger 
segments of the population and the reduc- 
tion in the number of larger families. 

It will be observed in Chart 2 that 
variability in parity rates for first 
births, and to a less extent second 
births, are chiefly responsible for the 
year -to -year fluctuations in general fer- 
tility, and it is clear that these are 
closely associated with the incidence of 
marriage. The aggregate rates for the 
third and higher orders of births to 
women having two or more children show 
little year -to -year variability. When 
the more immediate influence of marriage 
is removed, as in parity rates for higher 
orders of births, there is a clear secu- 
lar trend, modified only slightly in its 
annual variations by economic fluctua- 
tions, and even by World War II. 

Reference Cycle Analysis 

The correlation analysis used in the 
preceding section of this report has im- 
portant methodological weaknesses as a 
basis for statistical inference. As 
noted above the fitting of trend lines 
inevitably is arbitrary and may well pro- 
duce vagaries in the results. The post- 
war period is too short to justify draw- 
ing firm conclusions from correlation 
data. Finally correlation techniques do 
not adequately measure the influence of 
critical turning points in cyclical be- 
havior. 

An alternative method is the so- 
called "reference cycle" approach devel- 
oped by the National Bureau of Economic 
Research.(8) It has the advantage that 
it does not depend upon any specific eco- 
nomic series but involves an examination 
of the degree and direction of movement 
of the dependent variable at crucial ref- 
erence dates pre -determined by the Bureau 
to represent the turning points of cycles 
of economic activity. Besides affording 
various measures of the cyclical behavior 
of the series under consideration, the 
technique yields an index of conformity 
to reference cycles analogous to the co- 
efficient of correlation. 
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The use of short -term data is an 
essential aspect of the reference cycle 
approach. In the absence of a monthly 
series of fertility rates, the crude 
birth rate (i.e., births per 1000 popula- 
tion) by months since 1919, seasonally 
adjusted and corrected for under- registra- 
tion, was employed. 

A striking feature of the birth rate 
series is the absence of cyclical pat- 
tern. The birth rate fluctuates within a 
relatively narrow range around its secu- 
lar trend and without the marked peaks 
and troughs that characterize the meas- 
ures of economic activity.(See Chart 3). 

The National Bureau of Economic Re- 
search has identified eight business or 
reference cycles in the period from the 
trough of March 1919 to the trough of 
April 1958. For comparative purposes the 
birth rate series was also divided into 
eight groups, each one starting and end - 

nine months after the initial and 
terminal troughs of the reference cycles. 
Table IV presents the dates of each cycle 
and the average birth rate during the 
period concerned. 

TABLE IV 

AVERAGE BIRTH RATES 
DURING SPECIFIED BUSINESS CYCLES 

Cycle 
Month and Year Average 

Birth Rate Initial Trough Peak 

1 12/19 10/20 27.8 

2 4/22 2/24 26.0 

3 4/25 7/27 23.8 
4 8/28 5/30 20.3 
5 12/33 2/38 18.8 

War Years Omitted 

6 7/46 8/49 25.4 

7 7/50 4/54 25.0 
8 5/55 4/58 24.9 

The reference cycle technique fur- 
ther involves the subdivision of each 
cycle into nine stages; stages I, V and 
IX are the initial trough, peak and ter- 
minal trough respectively; stages II, III 
and IV are the expansion phase divided 
into three equal segments; stages VI, VII 
and VIII are three contraction periods of 
equal duration. The monthly data during 
each cycle are reduced to nine values, 
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TABLE V 

REFERENCE CYCLE DATA FOR BIRTH RATES, 1919 -1958 

Cycle - 

Reference Cycle Relative at Aver.Monthly Change in Ref.Cycle Relatives During 

Initial Terminal Phase Preceding Succeeding Ex- 
Expansion pension (Sign) Trough Peak Trough Expansion Contraction 

1 104.7 97.1 92.8 -.76 -.24 .52 Negative 
2 99.2 100.8 98.5 .07 -.16 -.23 Positive 
3 107.7 98.6 92.0 -.34 -.51 -.17 Negative 
4 108.0 105.6 92.4 -.11 -.31 -.20 
5 99.6 102.3 100.0 .05 -.18 -.23 
6 92.8 96.2 95.5 .09 -.06 -.15 
7 97.1 100.1 99.0 .09 -.08 -.17 
8 99.5 99.1 97.1 -.01 -.22 -.21 

Av. 101.1 100.0 95.9 -.12 -.22 -.10 

Av.Dev. 4.3 2.2 2.7 

Index of Conformity to Reference Cycle 

Expansions 0 

Contractions 100 

Cycles, Trough to Trough 75 

Cycles, Peak to Peak 71 

Cycles, Both Ways 73 

1/ For dates, see Table I 

one for each stage, to represent the av- 
erage value per stage as a percent of 
the average value of the birth rate dur- 
ing the entire cycle. 

On the basis of these nine percent- 
age values per cycle (called reference- 
cycle relatives) it was found that for 
the eight cycles combined the crude birth 
rate rose by .2 percent per month from 
stage I to II, declined by .4 percent per 
month from II to III, showed no change to 
stage IV and again declined by .2 percent 
per month between stages IV and V. In 
the contraction phase, the monthly rate 
of change was .1, -.3, -.3 and -.2 per- 
cent respectively between successive 
stages V to IX. These figures indicate 
first the relatively minor intra -cycle 
variability of the crude birth rate, sec- 
ond, the tendency to decline from stage 
to stage, which is the result of the 
marked secular decline from the early 
1920s to World War II. 

As can be seen in Table V above, in 
four of the eight cycles, namely 2, 5, 6 

and 7, the value of the birth rate at the 
business cycle peak exceeded its standing 
at the initial trough. During the con- 
traction phase, the value at the termi- 
nal trough was always less than its level 
at the peak. In 7 of the 8 full cycles 
the average monthly rate of decline was 
greater during the contraction than the 
corresponding expansion phase. The alge- 
braic signs yield indices of conformity 
to business cycles of 0, plus 100 and 
plus 75 respectively for the expansion, 
contraction and full cycle phases. 

The index of conformity represents 
the percentage improvement over chance 
that the variable will move in accordance 
with fluctuations in business cycles. 

According to the standards applied 
by the National Bureau of Economic Re- 
search, an index of conformity of more (9) 
than 50 is indicative of close conformity. 
The average index of conformity for birth 
rates, at 73, indicates a close relation- 
ship. But the index of conformity is 
computed from direction rather than 
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amount of change. As noted above the av- 
erage amount of change in birth rates in 
concordance with phases of the business 
cycle is small. 

The rather tenuous nature of the re- 
lationship is suggested by the postwar 
data shown in Chart 3. The birth rate 

was responsive to business contraction in 
1949 and to the outbreak of the Korean 
War in 1950. It seems to have responded 
briefly but strongly to the dip in eco- 
nomic activity in mid -1952 but scarcely 
at all to the recession of 1953 -54. Even 
the sharp business contraction of 1957 -58 
had had only mildly depressing effect on 
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the birth rate up to the end of 1958. In 
fact much of the drop in the birth rate 
reflected in lower 1958 figures apparent- 
ly occurred as a result of a fall in the 
marriage rate antedating the onset of the 
recession. Much of the variability in 
the birth rate appears to be unrelated to 
economic cycles, and the birth rate has 
in any case fluctuated within narrow 
limits during the past decade. 

Conclusions 

In this study the influence of busi- 
ness cycles on natality has been examined 
with standard correlation and reference 
cycle techniques. At best these methods 
supply statistical inference and not dir- 
ect measures of causality. Within this 
and other limitations the analysis sug- 
gests the following conclusions. 

1. The level of natality (whether 
measured by crude birth rates or fertil- 
ity rates) is chiefly determined by 
stable secular trends, and not by cycli- 
cal influences. These secular trends may 
well be quite independent of trends in 
economic activity. Thus the data of this 
study do not confirm the view that natal- 
ity was low in the 1930s because of the 
depression. 

2. Year -to -year fluctuations in na- 
tality are to a large extent a function 
of economic cycles. The results of this 
study confirm the generally held view 
that nuptiality and fertility respond 
sensitively to economic conditions. The 
correlation between fertility and the eco- 
nomic indices used in this study are high. 
They suggest that economic conditions con- 
trol rather more than half of the annual 
variance of fertility from its secular 
trend, the degree of control varying rela- 
tively little with the economic index, 
the choice of trend and the period cover- 
ed. A possible exception is the low cor- 
relation of employment and unemployment 
with fertility in the postwar period. The 
reference cycle analysis corroborates 
correlation analysis in that both show a 
substantial degree of covariance between 
business cycles and natality. 

3. Monthly and quarterly data for 
natality are not as highly correlated 
with economic indices as are annual data 
and cyclical data used in reference cycle 
analysis. 

4. While fertility responds sensi- 

tively to business cycles in its trend 
deviations, changea in economic condi- 
tions are not accompanied by changes in 
fertility of comparable magnitude. Thus 
over the whole period studied a trend 
deviation of 4 percent in real per capita 
income produced a trend deviation of only 
1 percent in fertility. Thus sharp busi- 
ness contractions, such as the 1957 -58 
recession, may be expected to produce 
much smaller fluctuations in fertility. 
Quick judgments that there will be a 
major recession in births following on 
the recent business recession may well 
prove to be premature and lacking in 
perspective. 

FOOTNOTES 

(1) Population Reference Bureau, "Re- 
cession in Births ? ", Population Bulletin, 
vo1.14, no.6, October 1958. 

(2) Virginia L. Galbraith and Dorothy S. 
Thomas, "Birth Rates and the Interwar 
Business Cycles," Journal of the American 
Statistical Ass'n. Dec.1941, pp.465 -476. 

(3) Ibid., p.473. 

(4) This section of the paper draws 
heavily from materials presented in a 
paper by Dudley Kirk, "The Influence of 
Business Cycles on Marriage and Birth 
Rates in the United States" in Proceed- 
ings of the Conference on the Interrela- 
tions of Demographic and Economic Change, 
December 5 -7, 1958, being published by 
National Bureau of Economic Research. 

(5) This problem is discussed at length 
in the above paper, footnote 4. 

(6) Cf. Wilson H. Grabill, Clyde V. 
Kiser, and Pascal K. Whelpton, The Fer- 
tility of American Women, New York, John 
Wiley & Sons, 1958., pp.369 -70. 

(7) Fertility rates by parity for Chart 
1 were kindly supplied by P.K.Whelpton 
and Arthur A. Campbell. 

(8) Arthur F. Burns and Wesley C.Mitchell, 
Measuring Business Cycles, National Bur- 
eau of Economic Research, Studies in 
Business Cycles No.2, 1947. 

(9) Burns & Mitchell, op.cit. p.123 



SOME OBSERVATIONS ON MIGRATION AND ECONOMIC OPPORTUNITY 

By: Dorothy &raine Thomas, University of Pennsylvania 

In 1951, Simon Kuznets and I planned a 
series of estimates of population redistribution 
and of indicators of economic growth in the 
United States for the period 1870 -1950, with 
the state as the spatial unit and the decade or 
multiples of decades as the temporal units. And, 

in 1957, our colloborators, Lee, Miller, Brain- 
erd, and Easterlin published series of reference 
tables, based mainly on estimates and refine- 

ments of census data, accompanied with detailed 
discussions of the procedures by which these 
estimates were brought into reasonable conform- 
ity with our conceptual framework. 

We conceived of economic growth and popula- 
tion redistribution as linked by a continuous 
chain of interdependent variables. On the one 
hand, the growth of population that accompanies 
economic growth might in itself stimulate migra- 
tion from more densely to more thinly settled 
areas and, to the extent that the movement re- 
sulted in discovery and opening up of natural 
resources valuable to the settled area would pro- 
vide an attraction to further migration. More 
important, in recent times, would be the effect 
of differential technological progress upon the 
distribution of economic opportunities through 
structural changes involved in industrialization 
and urbanization, which have proceeded so rapid- 
ly and so specifically that the vital processes 
of birth and death could play but a minor role 
in adjusting the distribution of population to 
economic opportunities in different parts of the 
country. In consequence, migration was con- 
ceived as the main mechanism by which adjustment 
to differential economic opportunities could be 
maximized. On the other hand, if migration 
were insufficient or proceeded at too slow a 
pace from areas of lesser toward those of 
greater economic opportunities, differential pop- 
ulation growth might prove to be an impediment 
to economic growth. From this standpoint, also, 
migration becomes the main mechanism of adjust- 
ment in offsetting economic disparities. 

The present paper collates two of our 
series, as a first approximation to an approach 
that we hope to develop in detail in later pub- 
lications. Easterlin's estimates3 of service 
income per worker, along with Leven's and De- 
partment of Commerce estimates are taken as in- 
dicators of the level of economic opportunity 
in each state as of three dates, namely 1900, 
1920, and 1950, and from these estimates its 
position relative to every other state was de- 
termined crudely in six categories: positive 
differentials of 20 percent or more, 10 -19 per- 
cent, and less than 10 percent; negative differ- 
entials of less than 10 percent, 10-19 percent, 
20 percent or more. 

Massachusetts, for example, had an average 
service income per worker (in 1929 prices) of 
$1162 in 1900; Kentucky, an average of $608; 
Minnesota,of $983; Nebraska,of $1076; Washington, 
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of $1236; California, of $1361; and Montana, of 
$1630. Massachusetts was, therefore, classified 
as having a positive income differential of 20 

percent or more in relation to Kentucky, of 10 -19 
percent in relation to Minnesota; of less than 
10 percent in relation to Nebraska; and negative 
differentials of less than 10 percent, 10-19 
percent, and 20 percent or more in relation to 
Washington, California, and Montana, respective- 
ly. A similar procedure was used for classify- 
ing the income differential of every state in 
relation to every other state in 1900; and again, 
for the two succeeding dates, 1920 and 1950. 

The only migration series that could be 
utilized historically to determine migration 
streams, that is, the movement from specific 
states of origin to specific states of destina- 
tion is that derived from data on state of birth 
of the residents of each state. Series for 

native whites and for native nonyrhites, assem- 
bled by Lee from census sources,44 were therefore 
utilized as follows: 

The change in the number of persons born 
in each state was computed for residents of each 
state from 1880 to 1900, from 1900 to 1920, and 
from 1920 to 1950. For the states citad above, 
in respect to Massachusetts; for example, the 
following computation was made for native whites 
living in Massachusetts in 1880 and 1900: 

Living in Massachusetts 

Change 

Born in: 1880 1900 1800 to 1900 

Kentucky 465 884 419 
Minnesota 309 1474 1165 
Nebraska 57 494 437 
Washington 11 161 150 
California 742 1810 1068 
Montana 5 139 134 

When, as in the above example, positive 
migration balances emerged,'' they were allocated 
to the appropriate income- differential class, 
that is 419 to the category in which the desti- 
nation income was 20 or more percent higher than 
that of the origin 1165 to the category in which 
the destination income was between 10 and 19 
percent higher than that of the origin, 437 to 
the category in which the destination income was 
less than 10 percent greater than that of the 
origin; and 150, 1068, and 134 to the appropriate 
negative income- differential categories. 

Summation of positive migration balances 
for every state by color of migrants and con- 
tiguity of states yielded the following dis- 
tribution in terms of thousands of migrants: 
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NATIVE WHITES 1880 -1900 1900 -1920 1920 -1950 
All states 4,264 6,927 14,046 

Contiguous states 2,113 3,207 4,788 
Noncontiguous states 2,151 3,720 9,257 

NATIVE NONWHITES 
All states 859 2,533 
Contiguous states 340 456 
Noncontiguous states 518 2,077 

In Table I are shown the percentage distil, 
butions in differential classes of these 
migrations, by color of migrants and contiguity 
of states, for óthree time intervals for native 
whites and two for native nonwhites; and these 
categories are graphed on the accompanying chart. 

The chart shows clearly that the cumulative 
migration of native whites has, in general, pro- 
ceeded from states of lower to states of higher 
average service income per worker, with such "eco- 
nomically- oriented" migration accounting for 
roughly 60 -70 percent of the total. An upward 
trend from the late decades of the nineteenth 
century to the more recent period is apparent, the 
values for the three periods being, respectively, 
58 percent, 64 percent, and 69 percent. For each 
period there is an observable tendency for longer - 
distance migrations (between noncontiguous states) 
to be more economically- oriented than for those 
from shorter distances (between contiguous states), 
with however a downward trend in the margin be. 
tween the two. Thus the economically- oriented 
migrations between noncontiguous states exceeded 
those between contiguous states by 16.7 percent- 
age points in the first period, but only 5.7 
percentage points in the second period, and 5.6 
percentage points in the last period. The chart 
shows equally clearly that the proportions of 
economically- oriented migrations among native non- 
whites greatly and significantly exceeded those 
among native whites for both time periods for 
which computations are available, amounting to no 
less than 90 percent in 1900 -1920, contrasted 
with 64 percent for whites; and 94 percent in 
1920 -1950, again contrasted with 69 percent for 
whites. For nonwhites, as for whites, there is 
an increase over time and a distance differential, 
favoring the noncontiguous states. 

In view of the fact that we are dealing with 
average state incomes and with aggregate measures 
of migration, the strength of the observed re- 
lationship is impressive. To test its persistence, 
a crude sort of variance analysis is carried 
through by successive subtractions of migration 
streams between specific origins and destinations 
where forces other than service -income differen- 
tials are known, or believed to have been impor- 
tant determinants of internal migration. 

Examining first the specific incase- differ- 
ential classes for native whites in the first 
period, it will be noted that although for "all 
states" each positive income- differential class 
exceeds the corresponding negative class, there 
is a surprising piling up of migration to states 
with a markedly unfavorable differential, that is 
-20 or more, and that, for contiguous states, 
this negative class is appreciably larger than the 

corresponding positive class. That this distor- 

tion was caused largely by migration to newly 

opened states, is suggested by the second line 

in the 1880 -1900 panel where migration gains of 

Oklahoma, the Dakotas, and Arkansas are excluded. 

The "opportunities" sought by migrants to these 

states were at this time probably represented 

less by the level of current state service in- 

per worker than by anticipations of higher 

income in the course of the state's economic de- 

velopment that followed the exploitation of new 

resources. 

By the turn of the century, apparently "non - 

economic" migration to new lands had played out, 

and other distorting factors were operating. 

Among these has been movement to Florida of per- 

sons attracted by other than purely economic con- 

ditions, at least to the extent that these.are 

measured by service income- per - warier differen- 

tials. Among these also is the expansion of 

metropolitan areas across boundaries into states 

having lower levels of service income per worker, 

with the result that migrants may not be alloca- 

ted properly to the state where they actually re- 

ceive their income. This misallocation has been 

especially important in recent years in connect- 

ion with Maryland and Virginia many of 

whom work in the District of Columbia;' and it is 

probably also a factor in the migration of the 

New York born to New Jersey and Connecticut. To 

remove the distortion caused by primarily clima- 

tic and suburban migration, migration to Florida, 

Maryland and Virginia from all states and the net 

migration to New Jersey and Connecticut of. 

the New York born was subtracted from correspond- 

ing totals and percentage distributions recom- 

puted, as shown in the second lines on the panels 

for 1900 -1920 and 1920 -1950. These exclusions 

tend to raise the proportions of "economically- 

oriented" migrations, in general, and among non- 

contiguous states, but, contrary to expectation, 

have little or no effect on the birthplace - 

residence movement among contiguous units. The 

net effect of the exclusion of migration to the 

new- resource states during the first period was 

to increase the proportion of economically -ori- 

ented migration to all other states by percen- 

tage points on the average, 4 for contiguous and 

6 for noncontiguous states. During the second 

period, the exclusion of essentially suburban 

migration, along with that to Florida, had an 

average effect only about half as great, that is, 

by about 2 percentage points for contiguous and 

3 for noncontiguous states; and in the last 

period these exclusions had no observable effect 

on economically- oriented migration to contiguous 

states after the adjustment was made, but a very 

marked effect on migration to noncontiguous 

states where a seven -point increase in econom- 

ically- oriented migration raised the overall pro- 

portion to 78 percent. 

The question now arises as to possible 

biases in the opposite direction with especial 

reference to the dominant position of California 

which, unlike Florida, ranked very high in the 

service -nncome- per - worker series at all three 

periods, but like Florida undoubtedly attracted 

migrants for climatic and other hedonistic 
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reasons. In fact, California's share in all 
interstate migration gains9 of native whites rose 
spectacularly during the period under considera- 
tion from less than 5% in 1880 -1900, to 13% in 
1900 -1920, to 26% in 1920 -1950; and in gains 
among noncontiguous states from 8% at the earliest 
period to 23% in the middle years to 38% during 
the last three decades. Without implying that 
the extensive movement to this state is predomi- 
nently noneconomically determined, it seems appro- 
priate to evaluate migration among other states 
when this dominant influence is removed. The re- 
sulting calculation, shown in the third line of 
each panel has no appreciable effect in the first 
period but reduces the proportions of economically 
oriented by 4 percentage points in the 
second and by about 9 in the last period. Cor- 
respondingly, economically -oriented migration 
among noncontiguous states was reduced by 8 per- 
centage points in 1900 -1920 and by in 1920- 
1950. All vestiges of a distance differential 
disappeared, and the slope of the upward trend 
during the twentieth century was greatly dimin- 
ished. 

Adjustments of the nonwhite series for mi- 
gration gains of California as well as of Florida, 
Maryland, and Virginia are shown, on the second 
page of Table I, to be comparatively small and to 
have no marked effect upon either the level or 
the trend or the distance differential in the very 
high overall proportions of economically- oriented 
migration. 

Implicit in the preceding discussion is the 
assumption that state -of -birth data adequately 
represent streams of migration from specific ori- 
gins to specific destinations during specified 
periods of time. To the extent that interstate 
migration has proceeded in stages rather than 
directly from state of birth at the initial to 
state of residence at the terminal year of each 
time interval, this assumption is patently un- 
tenable. It is hoped, however, that further 
light will be thrown on this process by analyses 
that are now under way of net intercensal inter- 
state gains and losses in comparison with the 
present series. 

Footnotes 

1. Everett S. Lee, Ann Ratner Miller, Carol P. 

Brainerd and Richard A. Easterlin. 
Population Redistribution and Economic Growth, 

1870 -1950. Volume I. Methodological Consid- 
erations and Reference Tables, (directed by 

Kuznets and Dorothy S. Thomas) American 
Philosophical Society, Philadelphia, 1957. 

pp. XIX +759 

2. Simon Kuznets and Dorothy S. Thomas. "Internal 

migration and Economic Growth" in Proceed- 
ings of the 1957 Annual Conference of the 
Milbank Memorial Fund, New York, 1958. Pt.III. 

pp 196 -211. 

Dorothy Swaine Thomas. "Age and Economic 
Differentials in Interstate Migration" 
Population Index, Princeton, October, 1958. 

pp. 313 -325 

3. Easterlin's series "Service income per 
Worker" are shown, in current prices, on p. 

754 of the work cited in Footnote 1. They 

have since been expressed in terms of con- 

stant (1929) prices for use in the forth- 
coming Volume II of Population Redistribution 
and Economic Growth, and the figures quoted 
in the present paper are from the "constant 
prices" series. His definition of service 
income is "the of wages and salaries (ex- 

cluding employee contributions to social in- 
surance and 'other labor income' such as 

cash sickness compensation, etc.) and pro- 
prietors' income with imputed rents of farm 
dwellings included in the agricultural cam - 
ponent of service income." Ibid p. 703 

4. Everett S. Lee, State of Birth of the Native 
Population, 1870 -1950, three dittographed 
volumes. University of Pennsylvania, Phila- 
delphia, 1953, pp 687 

5. Negative balances are not susceptible to 

analysis of migration streams, inasmuch as 
the destination of the migrants cannot be 
determined. 

6. Because of small numbers and questionable re- 
liability of the data, computations were not 
carried through for nonwhites for 1880 -1900. 

7. Easterlin, op. cit., omitted the District of 
Columbia from his state -income estimates. 
The present paper, therefore, excludes D.C. 

from all calculations. 

8. Easterlin's concept of service income con- 
forms to an "income originating" rather than 
an "income received" basis. 

9. California ranked 4th from the top among the 
states on service income per worker in 1900; 
3rd in 1920; and 4th in 1950, whereas Florida 
ranked 8th from the bottom in the first sub 
period; 6th from the bottom in the second; 
10th from the bottom in the last subperiod. 
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TABLE I 

Percentage Distribution of Birth -Residence Migratiog,Gains by Color of Migrants, Contiguity 

of States and Differentials in State Service Income per Worker at End of each 
Interval: 1880 -1900; 1900 -1920; and 1920 -1950 

Migration Interval and 
Contiguity of States 

Percent excess ( +) or deficiency of service income 

per worker in state of residence over that in state of birth. 

1880 -1900 

All States 
excl. Dak., Ark., Okla. 
excl. also Calif. 

Conti ous States 

exc Ark., Okla. 
excl. also Calif. 

Noncontiguous States 
excl. Ark., Okla. 

excl. also Calif. 

1900 -1920 

All States 
excl. Md. Va., Fla. N.Y.met. 

' excl. also Calif. 
States 

excl. Md., Va., Fla., N.Y. met. 
excl. also Calif. 

Noncontiguous states 
excl. Md., Va Fla., 
excl. also Calif. 

1920 -1950 

All States 
e- Va., Fla., N.Y. met. 
excl. also Calif. 

Contiguous States 
excl. Md., Va.,Fla., N.Y. met. 
excl. also Calif. 

Noncontiguous States 
excl. Md..,Va., Fla., 

excl. also Calif. 

1900 -1920 

All States 
--7137,7d., Va., Fla. 

excl. also Calif. 
Contiguous States 

exc1. Md., Va., Fla. 
excl. also Calif 

Noncontiguous States 
excl. Md., Va., Fla. 
excl. also Calif 

1920 -1950 

All States 
x ec d., Va., Fla. 

excl. also Calif 
Contiguous States 

excl. Md., Va., Fla. 
excl. also Calif 

Noncontiguous States 
excl. d., Va., Fia. 
excl. also Calif. 

NATIVE WHITES 
+20 or 
more 

28.3 
31.6 
29.4 
18.0 
18.7 
18.9 
38.5 
44.0 
40.6 

+10 to 
619 

14.5 
15.3 
15.2 
11.6 
14.1 

to 
+9 

to -10 to 

-9 -19 

-20 or 
more 

All All 
-3 

TOTAL 

13.8 
17.3 
16.6 
16.7 

15.1 
16.0 
16.4 
19.9 
20.7 
20.7 

10.4 
11.4 
11.8 

12.6 
14.5 
15.1 
16.0 
19.3 
19.2 

9.3 
9.8 

10.7 

7.8 
8.7 
9.1 
9.6 
11.8 
11.9 
6.1 
5.6 
6.2 

21.7 
13.9 
14.8 
24.9 

15.5 
18.4 
12.6 
14.0 

57.9 
62.9 
61.0 

49.5 
53.5 

66.2 
72.0 
69.1 

42.1 
37.1 
39.0 
50.5 
46.5 
46.6 

33.8 
28.0 

30.9 

100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 

22.2 
23.3 
18.5 

15.6 
15.9 
28.7 
29.7 
21.3 

22.2 
22.2 
21.3 
23.2 
22.1 
21.3 
21.3 
22.h 
21.2 

19.7 
20.9 
22.2 

23.2 
24.9 
25.0 
16.8 
17.6 
19.1 

15.1 
15.9 
17.5 
16.3 
17.9 
18.1 
14.0 
14.2 
17.0,. 

9.3 
8.o 

9.3 
14.1 
11.5 
11.6 
5.2 
5.1 
6.7 

11.5 

9.7 
11.2 
8.5 
8.0 
8.1 
14.0 
11.0 

64.7. 
66.h 
62.0 
61.1 
62.6 
62.2 
66.8 
69.7 
61.6 

35.9 
33.6 
38.0 
38.9 
37.4 
37.8 

33.2 
30.3 

38.4 

100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 

16.9 
18.5 
17.6 

9.7 
11.2 
11.6 
20.5 
22.4 
22.9 

30.6 
31.5 
24.8 

34.5 
31.2 
30.4 
28.5 

31.7 
19.8 

21.9 

23.7 
22.0 
21.4 

22.9 
22.1 
22.2 

24.1 
21.9 

13.5 
14.1 
18.2 
21.3 
22.3 
22.9 
9.5 
9.8 

14.0 

6.2 

5.7 
8.1 
9.2 
8.4 
8.8 

4.7 
4.2 
7.5 

NATIVE NONWHITES 

10.9 - 

6.5 
9.3 
3.9 
4.0 
4.2 

7.4.6 

7.8 
13.9 

69.4 

64.4 
65.6 
65.3 
64.1 
71.2 
78.2 
64.6 

30.6 
26.3 

35.6 
34.4 
34.7 

35.9 
28.8 
21.8 

35.4 

100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 

+20 or 
more 

+10 to 
+19 

to 
+9 

to 
-9 

-10 to 
-19 

-20 or All TOTAL 
-s 

67.8 
72.1 
71.6 

41.4 
46.7 
46.8 
85.2 
86.9 
86.7 

14.0 

8.9 
8.9 

28.3 
17.9 
17.6 
4.7 
3.7 
3.7 

8.2 
8.9 

9.1 
15.2 
17.9 
18.0 
3.5 
3.7 

3.6 

2.2 
2.3 

2.4 
2.5 
3.1 
3.2 
1.9 
1.8 
1.9 

3.7 
4.0 
4.1 
7.9 
9.1 
9.1 
1.0 
1.0 
1.1 

4.1 
3.8 
3.9 
4.7 

5.3 
3.7 
2.9 
3.0 

90.0 
89.9 
89.6 
84.9 
82.5 
82.4 
93.4 
94.3 
94.0 

10.0 
10.1 
10.4 
15.1 
17.5 
17.6 
6.6 

5.7 
6.0 

100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 

70.0 18.0 6.0 

74.9 13.0 6.6 

77.8 9.2 6.7 
16.6 55.4 17.7 
24.6 35.4 26.2 

25.1 34.8 26.4 
81.8 9.8 3.5 

3.5 
87.5 4.6 3.1 

2.6 
2.6 

2.9 
5.9 
8.2 
8.0 
1.8 
1.7 
1.9 

1.2 
1.1 
1.3 

3.2 
4.3 
4.4 
0.7 
0.6 
0.8 

2.2 
1.8 
2.1 
1.2 
1.3 
1.3 
2.4 
1.8 
2.1 

94.0 
94.5 
93.7 
89.7 
86.2 
86.3 

95.1 
95.9 
95.2 

6.0 
5.5 
6.3 

10.3 
13.8 
13.7 

4.9 
4.1 
4.8 

100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
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Discussion 
By: Demitri B Washington University and Bureau of the Census 

Professor Easan has ably summarized the sali- 
ent problems facing demographic research on the 
Soviet Union today. In my opinion, his formu- 
lations are sound. Consequently, my discussion 
will seek to complement rather than to criticize 
his paper. It will attempt to identify and to 
sharpen through more detailed review a number of 
his key generalizations. 

The first of these is the characterization of 
Soviet population history as a discontinuous phe- 
nomenon, immensely affected by catastrophes. These 
included World War I, postwar epidemics, and the 
Civil War; the collectivization crisis; and finally, 
World War II and the backbreaking recovery drive 
of the later 1940's.1 The effects of the last two 
were most devastating; as Professor Eason has 
noted, the population deficit Which they brought 
about may be as high as 40 million. By far the 
largest component of this deficit is among those 
born from 1941 through 1948. For example, a 
recent Soviet educational planning document pre- 
sents a model as of 19532 which the survivors 
of 1944 births are only a third as numerous as 
those of 1940 births, while even the survivors of 
1948 births are only two -thirds as numerous. This 
reduction reflects both sharply lowered fertility 
and enormous infant mortality; thus, according to 
official data, 75 percent of the infants born in 
Leningrad during the siege and starvation year of 
1942 died.3 Military killed and died of wounds 
and disease during or soon after the war probably 
approximated 10 million. Among civilians, the 
Jews, infants, the aged, and those subjected to 
the double hazard of German and then Soviet slave - 
labor camps suffered most severely. In general, 
such phenomena as the current labor shortage and 
the lowered fertility of the Soviet Union's 
western areas, particularly the Ukraine, can best 
be visualized as demographic effects of 
World War II. 

Another of Professor Eason's major conclu- 
sions is that, since 1950 at least, basic changes 
have taken place in both the mortality and the 
fertility rates of the Soviet population. In all 
likelihood, the crude death rate is, today, less 
than 10 per 1,000; however, the official figure of 
less than 8 and, above all, the official life 
expectancy datum of 67 years appear dubious. 
reasons are as follows: first, the completeness 
bf registration of vital statistics in the Soviet 
Union is uncertain and the vital rates may reflect 
quite incomplete coverage or even an unrepresenta- 
tive sampling. It is especially doubtful whether 
much accurate information on age of death is 
extant. Also, as collateral evidence of the cov- 
erage of Soviet vital statistics, it may be noted 
that, prior to 1958, the largest detailed Soviet 
morbidity studies had covered only Moscow (1311926, 
1937, and 1947) and nine large industrial centers 
(in 1947). Furthermore, the planned coverage of 
the 1958 studies comprised 25 million persons in 
120 cities (over a quarter of the urban popu- 
lation), but only about 3 million persons in 84 
rural ravens (or less than 3 percent of the rural 
population).4 

Second, the sharp difference between urban 
and rural medical facilities (in 1956, 7.0 medical 
treatments per man -year, and one X -ray per 10,000 
persans in cities; 1.6 medical and 1.4 "fel'daher" 
treatments per man -year, and one X -ray per 37,000 
persons in rural areas)5 suggests considerably 
greater urban -rural mortality differences than 
those actually reported.6 Recent data on morbidity 
are pertinent in this regard. Thus, the tubercu- 
losis infection rate in a West Russian rural rayon 
in 1955 was 30 per 1,000,00mpared to 9.5 per 1,000 
in Minsk. Fbr circulatory diseases the correspond- 
ing rates were 80 and 47.7 

Third, even in urban areas, the conditions 
for substantial rates of enteric infection and of 
tuberculosis are still evident. For example, the 
Soviet urban water supply in 1955 was less than 25 
gallons per person per day.8 Again, in 1956, only 
12.7 percent of all retail stores handling perish- 
able foods were equipped with electric refrigera- 
tion.9 The extreme shortage of Soviet housing (a 

per capita apace lesa than 30 percent of the inad- 
equate French level)10 and especially the customary 
barracks housing of juvenile workers must contrib- 
ute heavily to endemic tubercular infection. Al- 
though considerable progress in controlling tuber- 
culosis has been claimed for selected cities,'1 
continued Soviet expansion in the number of tuber- 
culosis specialists argues for a gloomier, non- 
publicized projection of tubercular morbidity.12 

In the Soviet drop in birth rates, the major 
operative factor has been the deficiency of males 
of reproductive age. For example, among Ukrainian 
collective farmers 65 percent of the "able- bodied" 
workers in 1950, and 62 percent in 1955, were 
women» In addition, I believe that family forma- 
tion has been m {Rimized and abortion maximized by 
the wide use of sexually segregated barracks hous- 

A variety of local reports suggest, in the 
aggregate, that a fifth to a sixth of the Soviet 
urban population lives in such housing, which is 

the Urals and Siberia. Many students, 
young workers drafted from the countryside, and, 
in very congested areas, in- migrant families, are 
put up in such quarters.15 Finally, the available 
data indicate little change in the size of the 
coniueal family either in the city or, since 1938, 
in the country.16 In short, I would regard the 
Soviet decline in fertility, to date, as an exte- 
riorly caused, quite reversible, phenamenon,rather 
than the result of a fundamental change in values. 

Another aspect of the decline in Soviet fer- 
tility should be stressed. As James Brackett has 
reported in an important paper,17 regional and 
ethnic differences in birth rates are very great. 
In northwest and western Russia, the rate of popu- 
lation increase is about one percent annually, in 
contrast to about 1.5 percent in Central Russia 
and Siberia, and to 2.5 to 3.0 percent in Kazakh- 
stan, Central Asia, and the Caucasus. The future 

political implications of this trend are indeed 
great. They are acerbated by the limited economic 
development, the strongly persistent cultural, 
patterns, the Russian- native economic stratifi- 



cation, and the absence significant out- migration 
which characterize Central Asia and the Caucasus 
today. 

I concur heartily with another conclusion, 
namely, that population pressure should not be a 
problem for the Soviet Union in the foreseeable 
future. This point needs elucidation in view 
the slow progress of Soviet agriculture, even con- 
sidering the marked advances realized since the 
great crisis of 1953. Briefly put, the limitations 
on Soviet agriculture reflect bad management, 

underinvestment and inadequate incentives far more 
than deficiencies in natural endowment. able 

prudence and competence among Soviet leaders are 

the essential requisites for an adequate if not 
varied diet for the Soviet population, even if 

agriculture remains a source rather than a benefi- 
ciary of transfers within the economy. 

This point also needs qualification. Over -all 
adequacy does not exclude hardship for considerahle 
segments of the population at lower income levels. 
In this regard, the belated advent of minimum-wage 
laws and the continuing absence of social- security 
coverage for the collective farmers, who constitute 
two -fifths of the Soviet labor force, are note- 
worthy. 

A fourth generalization made by Professor 
Eason infers that, historically, Soviet economic 
growth has been fundamentally dependent upon vigor- 
ous expansion of the labor input, via maintenance 
of high labor force participation rates and the 
reduction of overt or disguised unemployment. To 
this I would add the large -scale transfer of labor 
resources to priority sectors, both through mi- 
gration and through intensified demands by the 
State. Illustrative of such intensification has 
been a 70 percent rise, since 1937, in the labor 
days worked by each able- bodied collective farmer. 
In the former year, the State demanded 194 labor 
days,18 or somewhat fewer man -days a year, a level 
which permitted, concurrently, active maintenance 
of private agricultural and handicraft activity. 
Today, the private sector is genuinely marginal. 

I must also note that, if the studies made by 

colleagues and me at the Bureau of the Census are 

right, Soviet productivity gains even in the 

all- important area of industry have been rather 

modest. In 1950, man -year productivity among 
industrial wage workers was some 60 percent higher 
than in 1928. Between 1950 and 1956, it increased 

over 40 percent, a rapid rate; in 1957 and the 
first half of 1958, however, the annual growth of 

productivity was under 3 percent annually, a fact 

partly ascribable to a shortened work week. In 
general, therefore, labor input appears to be the 

critical variable in Soviet ecaiomic development.19 

However, present policies, while influenced 

by demographic factors, are not exclusively deter- 

mined by them. In my opinion, the changes in 

education and such paradoxes as work -week reductions 

in a time of labor shortage reflect Khrushchev's 

desire to gain the support of the urban worker. 
Khruahchev may be, in a sense, a political 
of the Soviet masses against the managerial classes. 

This image is especially needed in view of the 

continuing pressures to accelerate urbanization by 
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reducing wage -work possibilities in the country- 
side. 

To summarize, the analysis of population 
movements, in the Soviet Union at least, depends 
upon close scrutiny of a variety of related socio- 
economic and political phenomena. Here especially, 
demography must be considered as a 
interaction. I hope that Professor Eason's paper 
and my discussion have aided in the formulation of 
this basic point. 
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FACTORS IN THE RISING COST OF LIVING 

By: Mrs. Aryness Joy Wickens, U. S. Department of Labor * 

So much has already been said this year on 
so many platforms on the subject of rising prices 
that I hardly know where to begin. Certainly, 
the data now available offer little opportunity 
to present ideas which are both novel and pro- 
found. However, as one who has had some respon- 
sibility for the establishment of some of these 
statistics and who knows something of their lim- 
itations and shortcomings, I may be able to call 
your attention to a few fundamental points which 
are often overlooked in general discussions and 
to point out a few pitfalls in analyzing trends 
for the use of the public and of those policy 
makers whose decisions can contribute to the 
amelioration of the problem of rising prices. 

The most commonly used measure of domestic 
inflation is prices paid by consumers, for the 
standard of living of the entire population is 
affected by the rise or decline of prices paid 
at retail. Consumer prices are at the end of 
the whole economic chain. They embody the ef- 
fects of many preceding costs, and many prices: 
the prices of raw materials, costs of fabricat- 
ing and packaging, the using up of capital goods, 
charges for transportation, the cost of wholesale 
and retail distribution, excise taxes, and the 
like. Most economic forces sooner or later im- 
pinge upon consumer prices in some way, and anal- 
ysis of the various waves of price increases in 
recent years will in itself provide part of the 
answer to the question assigned to me to answer- - 
the factors affecting rising costs. 

Consumer prices today are a little more than 
double what they were before the war broke out 
in Europe in 1939. The American consumer's dol- 
lar is worth about 48 cents in prewar terms. 
Interestingly- -but not surprisingly --other prices 
and values have risen in much the same range. 
Wholesale prices are up by about 130 percent, 
with farm prices up about 150 percent and indus- 
trial goods up 115 percent from 1939. Real es- 
tate prices, to select only one more of a large 
variety of prices of equities, seem to have gone 
up even more - -urban residential by about 200 per- 
cent, and farm land values by about 220 percent. 

Let me remind you at this juncture that con- 
clusions are too often affected by the time pe- 
riod selected; you get different results if you 
choose 1929, 1939, 1947, or 1956, as your start- 
ing point. Another common problem, which affects 
the conclusions arrived at in the vast amount of 
gratis literature now circulating on the subject 
of prices, is the use of rates of change which do 
not take account of the relative importance of 
the particular commodity or area of the economy 
rather than the use of aggregates, of percentage 
changes rather than of points in the increase in 
a total index. No matter how you look at it, 

however, and whatever time period you use, every 
kind of desirable goods or service has a much 
larger price tag today than most of us thought 

* With Hyman L. Lewis, U. S. Department of Labor 

likely not too long ago. Thus it can be said 
that much of the adjustment to higher prices, in- 
duced by war and postwar inflation, is now thor- 
oughly imbedded in the cost, value and price 
structure of the economy. 

All of the countries of the free world have 
had to wrestle with the problem of inflation dur- 
ing and since the war. In Western European 
countries, retail prices have advanced more rap- 
idly, both in the immediate postwar period and 
since 1953, than in the United States, notwith- 
standing their exercise of notable public and 
private restraints upon the factors affecting 
prices. The principal reason for this difference 
is that the United States, undamaged by the rav- 
ages of war, did not have to divert from consump- 
tion to reconstruction as large a propàrtion of 
its postwar industrial and agricultural output as 
did the European countries. 

That the inflation both here and abroad is 
the offspring of war is now so commonly recognized 
that I need not labor the point. Prices have 
risen with virtually every major war in modern 
history. The shortages of supply and excess of 
demand created by the diversion and destruction 
of resources -- natural, industrial and human- -and 
by the pyramiding of government debt and the ex- 
pansion of the money supply have inevitably af- 
fected prices and costs. The last two wars- -World 
War II and the Korean episode - -have been-no ex- 
ceptions. Increased prices have -been attended by 
higher charges, higher wages, higher profits and 
higher money values for virtually all forms of 
equities. 

In fact, it is surprising that we controlled 
prices in the United States as well as we did 
during World War II. About a third of the rise 
of 109 percent in consumer prices from 1939 to 
the present occurred before the end of the war. 
Of this a substantial part occurred before the 
United States actually declared war, and in the 
year before price controls were made effective, 
particularly controls of food prices. For a con- 
siderable period during the war, prices were held 
down with the aid of price controls, rationing, 
rent controls, and other forms of controls - -at 
both the producers' goods and the consumers' goods 
levels. 

In the immediate postwar years, however, we 
must admit that we made some mistakes as rationing 
controls were removed in 1945 and as price con- 
trols were removed in 1946, when supplies of goods 
were not yet adequate to meet the pent -up demands 
backed by the vast amounts of savings and the vast 
credit resources accumulated during the war. This 
proved to be the case. Prices spiraled upward and 
rose even more than they had done during the war 
years, to reach a peak in 1948. This second wave 
accounted for another third of the rise, so that 
by 1948 prices had risen two - thirds of the way to 
the height which they have now attained. Follow- 
ing this rapid spurt in prices, there was a mild 



decline in 1948 -49, coincident with a recession 
in the level of business activity. Recovery, 
however, was already underway before Korea, and 
the new demands for goods and services for de- 
fense, coupled with sustained private demand, 
drove prices still higher. By 1951 this third 
wave pushed consumer prices up to 87 percent 
above 1939. 

These first three waves of price increases 
since the outbreak of World War II are, thus, 
clearly attributable to classic fiscal and mone- 
tary factors - -a combination of war inflation and 
postwar demands, with the absence of strong con- 
trols in the postwar period. -But the worrisome 

point is not that prices went up in 1946 -48 nor 
that they went up further in 1950 -51, but that 
they have not returned at least part of the way 
to prewar levels, as was true in most earlier 
postwar periods. We count the number of years 
after the cessation of hostilities, and we ask, 
where is the typical postwar deflation? 

An obvious explanation, so obvious that we 
sometimes take it for granted and leave it out of 
our considerations, is that today we do not have 
a typical postwar letdown in armament outlays. 
True, there is no active shooting; but there is 
a vast amount of international tension, and a 
large proportion of government expenditures in 
all countries is going toward armaments and var- 
ious defense activities. These are inflationary, 
in a different push -pull sense than is commonly 
used for those two badly overworked verbs. They 
pull labor out of activities which produce goods 
and services for immediate civilian consumption; 
they push up the prices of many durable goods, 
from raw materials through to finished products; 
and they create government debt and civilian pur- 

, chasing power without in themselves adding to the 
supply of goods and services available for dis- 
tribution. Yet, while they may possibly account 
for the failure of prices to dip, neither defense 
outlays nor new warlike developments can explain 
our fourth wave of price increases, the one which 
began in 1956, the one I describe as a creeping 
inflation. In this most recent period there has 
been a rise of 8 percent, culminating in a peak 
in the summer of 1958. Since that time the over- 
all consumer price index has remained compara- 
tively stable. 

Such a rise is not entirely unusual. There 
have been other non -war periods in the past when 
prices have risen. But coming after a four -year 
'period when over -all values held steady 
instead of suffering at least a moderate postwar 
decline, this rise has contributed to an economic 
climate in which many people - -both in business and 
'in labor circles - -have been led to assume that 
prices will, if anything, go up and up rather than 
level off or go down. The new viewpoint on prices 
has brought into sharp focus a number of differ- 
ences in the way in which our economy behaves 
today as compared to earlier years. 

Let us examine some of these differences. 
One is that there has been a great burgeoning of 
demand, partly because of a rapid increase in the 
population, but partly also because of Sharply 
advancing standards of living and a redefinition 
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of what is a necessity and what a luxury, espec- 
ially in the U.S. Adding to the demand has been 
a great social leveling process, designed to im- 
prove the position of the lower income groups, 
through policies, social security, and other 
Government devices. There has come to be a gen- 
eral recognition, in countries where men are con- 
sidered individuals, of the right to improve 
their levels of living. There has been the growth 
and acceptance of strong organizations in both 
business and in labor, and of new procedures by 
which both, government and organized economic 
groups have combined to slow down what were form- 
erly considered natural economic forces. 'There 
has been an acceptance of the idea of softening 
economic ups and downs. These procedures in the 
United States range from Government floors under 
wages and prices in order to assure incomes for 
certain groups in the population, to mass collec- 
tive bargaining. Similar developments have gone 
on throughout the free world. 

The emphasis on human values as the major 
criterion of economic policy has had an important 
manifestation in the "Hull- employment" orientation 
of this and other western countries, under which 
government buttresses a declining economy and 
thereby so modifies the relationships of supply 
and demand as to temper downtrends in prices. 

Another institutional development, which 
was in evidence before World War I but which has 
been increasingly important, is the gradually in- 
creased control by a growing number of producers 
over the prices of their products. Farm products 
and other raw materials are steadily declining in 
importancelin relation to fabricated goods. Their 
prices are normally more volatile because their 
supply often cannot,be immediately adjusted to 
demand. But in our economy today other types of 
goods and services -- produced by a much more com- 
plicated process, involving a higher proportion 
of labor cost and yet more easily controlled with 
reference to supply and therefore prices- -have 
steadily increased. 

Thus, for a variety of reasons, some old and 
many new, we now have an economic system in which 
price advances are relatively easily facilitated, 
but price declines are braked. I think we do not 
fully understand these forces, nor can we yet ap- 
praise their effects upon the economic "laws" on 
which we were all brought up. 

I am not at all sure, however, that these 
basic factors have had as much influence upon the 
economic thinking of the man in the street - -the 
businessman or the employee --as a more noticeable 
development, the apparent contradiction of prices 
continuing, to rise even while business was shrink- 
ing. This 'is the kind of development every house- 
wife is are of. She doesn't need a statistician 
to tell her. Many good people have made the as- 
sumption that prices go down when business de- 
clines. Some do, of.course, but even when they 
do decline, there is always a lag in prices of 
finished goods. Consumer prices are generally the 
slowest of all to reflect the turns of the busi- 
ness cycle, largely because there are so many 
built -in and virtually fixed costs. Increasingly, 
certain list prices do not change at all, although 
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quality may improve, or sale prices may be 
"shaded ". 

It is worthwhile to compare the movement of 
prices in the four most recent recessions. From 
September 1937 to September 1938, the total con- 
sumer price index declined by 3.5 percent, en- 

tirely because of food prices; there were sub- 
stantial increases in rents and new car prices 
and small increases in nondurable goods, public 
transportation and miscellaneous services, but 
these were offset by a good -sized drop in ap- 
parel and textile housefurnishings and small de- 
cline in fuels and miscellaneous durable goods. 

Similarly, from September 1948 to September 
1949, the consumer price index fell by 2.6 per- 
cent, with food alone accounting for a drop of 
2.2 percent in the total index. As in the 1937- 

38 recession, there was a sizable drop in apparel 
and textile housefurnishings, together with small 
ups and downs in a variety of the other segments 
in the index, but a sizable rise in rent. 

Coming to the 1953-54 downturn, we find a 
very small net drop in the consumer price index, 
only 0.4 percent, mainly because food prices also 
fell only very slightly; changes elsewhere all 
were small and offsetting. The last recession 
was the only one in which over -all consumer 
prices rose - -by a substantial 2.1 percent from 
September 1957 to September 1958. It is also the 
only recent recession in which food prices rose. 
The food situation, you will remember, was af- 
fected by severe weather damage in southern grow- 
ing areas and small marketings of cattle and 
hogs. 

Food prices, thus, took up the slack in most 
earlier recessions. They did not this time, 
partly because of the accident of weather. But 
we must remember that agricultural prices --by 
action of the government as well as by long -run 
economic prices - -are becoming not only less flex- 
ible but also less significant in the grand total. 
We cannot therefore look forward to agricultural 
prices providing the only flexible price element 
in every future business cycle. If this is our 
only source of price decline --it is not enough. 

Another important note which emerges from 
the comparison of price trends during recessions 
is that in the most recent downturn there were no 
commodities which affected the total index on the 
downside by as much as one -tenth of one percent; 
in fact, only the apparel and textile house - 
furnishings dipped at all, and all other groups 
showed measurable increases. Thus, while the 
price rise of the 1957-58 recession is not as 
much cause for anxiety as has been commonly be- 
lieved, it nevertheless does point to the con- 
clusion that many prices are less flexible on the 
downside than they had been in earlier periods of 
declining demand. We must grant, of course, that 
consumer buying power was well sustained in this 
period. 

As I said in the beginning, consumer prices 
are the most commonly used and most convenient 
statistical series for use in discussing infla- 
tion. Many economists have long been accustomed 

to say that they are a symptom rather than a 
cause. This is no longer entirely true, however, 
partly because of formal wage escalation through 
contracts, and informal escalation through common 
acceptance of the thesis that everyone --the bar- 
ber, the nurse, and even the social security re- 
cipient--is entitled to the protection of his 
purchasing power against price changes, and to 
the maintenance of his relative standing in the 
income scale. All told, there are now subject to 
cost -of- living adjustments at least 4 million 
workers under union agreements and more than 
300,000 unorganized workers. Actually, however, 
wage increases in various major industries have 
tended to keep pace with each other, whether or 
not there was a contractual escalation. 

Services constitute another instance in 
which wage and price trends are closely linked. 
Prices of services have either held steady or 
risen since 1935, with the exception of only two 
brief periods. During the past recession, they 
accounted for an increase of nearly one percent 
in the consumer price index. The rising cost of 
services is often considered to be a direct re- 
flection of labor costs or professional fees, on 
the assumption that there is little room for pro- 
ductivity improvement. This is not entirely true, 
however, as there do appear to have been substan- 
tial gains in some service areas, such as dry 
cleaning. Actually, the cost of services (less 
rent) has risen less in the past two decades than 
has the rest of the CPI; charges for certain 
services are still "catching up ". 

Many'other types of costs have also in- 
creased-- transportation for example, and mail, 
and all the regulated utilities; and many of 
these costs show up as services in the consumer 
index and do not appear at all in their own name 
in the wholesale indexes. Depreciation and other 
forms of capital consumption is one of these 
latter. These costs have gone up sharply because 
of higher original costs and because of more 
rapid write -offs. 

Wages, which obviously are also a price, 
have also increased persistently and pervasively 
over the past two decades, and faster than com- 
modity prices. Factory wage rates -- adjusted as 
best we now can for overtime and changes in in- 
dustrial composition - -have gone up more than 200 
percent since 1939, and this does not include the 
large variety of other labor costs which we char- 
acterize as fringe benefits. Some of the increase 
is associated with rising productivity, some of 
it with adjustments to rising costs of living. 
Much of it, unfortunately, has been only a paper 
raise, in view of the declining value of the 
dollar. 

Actually, the upward course of wages has 
been so intertwined with changes in other prices 
and in demand that I do not think it is possible 
with our present data to get a general, economy - 
wide conclusion about the effect of wages on 
final prices. In some years, such as those im- 
mediately after the war when demand and produc- 
tivity were rising strongly, prices rose more 
rapidly than wages, including fringe benefits. 
In more recent years, with productivity gains 



small and demand tapering off while employee com- 
pensation was rising, the reverse has been true. 
Demand, institutional forces, long -term contracts, 
assumptions about trends in productivity --all of 
these have played their role. However, since 
wages and salaries are relatively a larger share 
of the GNP than are other single factors in costs, 
employee compensation can rise by relatively 
small amounts and still add more in dollars to 
prices than a proportionately higher rise in 
other factors of less importance. 

Whether the most recent development --for 
labor costs to rise more rapidly than productiv- 
ity gains -- constitutes a new trend or not, I have 
no way of knowing. But, in looking back over the 
span of years, I find a very interesting fact: 
Despite all the new institutions and the new 
rigidities, the share of national income going to 
labor has not changed significantly, either since 
the 'twenties or in the past decade. When busi- 
ness is relatively poor, the share going to em- 
ployee compensation rises, mostly because profits 
drop sharply; when business is improving rapidly, 
the share to profits increases, and the share to 
labor correspondingly drops. But these are 
merely short -run developments. There is no ev- 
idence that either labor or capital, as a group, 
nas lost or gained at the expense of the other 
for very long. Instead, the data on shares of 
the national pie suggest strongly that there is 
some sort of stability in the economy which we 
do not yet fully comprehend. It may well be that 
attempts of either labor or capital to get ahead 
of the other- -i.e., to reduce the ratio of prof- 
its or to add to capital through increasing the 
selling price- -may work (if at all) for only a 
short period of time. In any event, much of the 
past gains have turned out to be illusory; to the 
extent that dollar incomes have gone up faster 
than physical output - -to that extent have dollars 
lost their value. Money gains which exceed the 
real gain in output are soon wiped out; that is 
a truism which too many people have forgotten for 
too long a time in what history may prove is a 
fool's paradise. 

There are, however, groups of people within 
these broad categories who have by no means kept 
up with the procession and who are generally at a 
disadvantage. This includes some wage -earners 
and especially salaried workers, whose earnings 
always lag; those whose savings from an earlier 
day are in fixed dollar assets like bonds, life 
insurance policies, etc.; those living on relief 
or social security payments, which never keep 
pace with fast -moving prices; and, in general, 

the "little man" without capital. Thus the dis- 
tribution gains in national product within 
big groups in the population needs to be taken 
into account. 

Prices, wages, profits, and productivity are 
not all the facets of the inflation problem, how- 
ever. There are also taxes- -both income and 
excise - -which have an important influence. There 
is monetary policy affecting the supply of money 
versus the supply of goods and property. We must 
consider foreign aid, the debt structure, and 
also the role of the huge unregulated non -banking 
institutions. And there is, finally, public 

psychology which now seems to be stampeding in 
one direction. There are thus many Hamlets in 
this play. There is no one devil in the piece. 
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IS LABOR THE CULPRIT? 

By: Peter Henle, AFL -CIO 

In recent years, a new phrase, 'wage infla- 

tion ",has been welcomed into the vocabulary by 
newspaper editorial writers, private research or- 
ganizations, and even some eminent economists, 
as well as traditionally anti -union employer 
groups. Not since the "open shop" days of the 

1920's have the wage and collective bargaining 
objectives of organized labor been questioned so 
rigorously as they are today. 

As one example, and I cite this merely as 
illustrative, let me quote the vice -president of 
a prominent auto firm who testified earlier this 
year before a subcommittee of the U.S. Senate 
Judiciary Committee. He concluded his 68 -page 
statement on inflation with the following sen- 
tence: "I agree with you, Mr. Chairman, that 
inflation is domestic Public Enemy No. One and I 

would call it what it is, Wage Inflation." 

This, I need hardly state, is not my point of 
view. I do not feel that inflation is "domestic 
Public Enemy No.1" which must be solved before 
we can beat the Russians, reach the moon, or even 
put across a new breakfast cereal. 

Nor would I describe whatever inflation 
there may be by the term "Wage Inflation" or for 
that matter, by the term "Profit Inflation." In 

fact, my preference would be to scrap the word 
"Inflation" or even "inflation" to characterize 
the price movements that have been taking place 
in the American economy. 

Admittedly, this is a dissenting opinion. 
The voices of public opinion makers appear to 
speak with ever more authority in arguing the 
opposite case. 

Yet I suggest that the trend of prices in 
the postwar American economy does not justify 
such an alarming point of view. 

Let us consider, for example, the Consumer 
Price Index. From June 1946 (Index 79.8, 
1947 -49 = 100) when price controls were abandoned 
to November 1958 (Index 123.7), the Index has 
risen 55 percent, an average of 3.6 percent com- 
pounded annually. 

While this is hardly a record of price 
stability, it should be noted that an annual 
increase of 3.6 percent is a far better record 
than that compiled during the same period by the 
economies of practically all other countries. 
In fact, an international comparison of price 
changes between 1947 and 1957 shows that the 
annual rate at which the value of money has de- 
preciated in the United States is lower than 21 
of the 24 nations being compared. 1/ 

When this overall price increase is examined 
in more detail, it is clear that by far its lar- 

gest proportion has been the result of special 

circumstances arising either from the aftermath 

of World War II or the Korean hostilities. 

The postwar price increases have been concen- 

trated in three relatively short periods of time. 

a. The two years from June 1946 to June 1948 

b. The one year from June 1950 to June 1951 

c. The two years from March 1956 to March 1958- 

In these three periods covering less than 

half the 12 -year period, the Index rose 93 per- 

cent of the entire postwar rise. For more than 

half the postwar period the price level has been 

relatively stable. 

Moreover, 74 percent of the postwar price 
rise occurred during the first two of these 

periods (1946 -48 and 1950 -51) when specific in- 
flationary demands arising from World War II or 
the Korean conflict can be held responsible for 

the pressure on prices. In fact, since 1951,con- 

sumer prices have risen by only 1.5 percent a 

year. 

Nevertheless, the concern over inflation per- 

sists, cultivated assiduously by newspaper head- 

lines, financial columnists, and Congressional 
committees. Much of the more recent discussions 
of this type have singled out union wage policies 
as the villain in the piece. 

The most recent period of price increases 
ended in the spring of 1958. Perhaps because 
they could find no simple key to this recent up- 
ward price movement, some economists have decided 
that the major factor responsible has been union 
wage pressure. They have pointed out the absence 
of any major inflation- breeding influences, such 
as war or threat of war, which would produce 
higher prices. They have argued that union pres- 

sure has forced continually higher wages, that 
these wage increases have gone beyond gains in 

productivity and thus caused businessmen higher 
costs and forced higher prices. The natural con- 
clusion is that "something needs to be done" to 
curb organized labor. 

What evidence is available to judge the 
validity of this contention? It seems to me that 
such evidence could be sought in two Ways: by 

examining price movements of individual items to 
try to ascertain to what extent they are union - 
caused and by a broader, economy -wide analysis of 
wages, other costs, prices, and productivity. 



EXAMINING PRICE MOVEMENTS OF INDIVIDUAL ITEMS 

With regard to the first method I have tried 

to analyze the price movement of individual items 

in the Consumer Price Index for the two -year 

period of rising prices, March 1956 -March 1958. 

(Before and after this period, the Index was re- 

latively stable.) If this charge against the 

unions is correct, it should be possible to docu- 

ment it by discovering that pressure for increas- 

ing prices has been most serious in those indus- 

tries in which unions and union -won wage increases 

have played a prominent role. 

The results of this analysis are included as 

an Appendix to this paper. Here practically 

every item in the Index is grouped according to 

its place in the economy. The normal breakdowns 

provided by the Bureau of Labor Statistics are not 

adequate for this purpose since they group under 

one heading a number of different products or ser- 

vices from diverse industries, and with diverse 

patterns of union organization. 

For each item listed information is included 

for price changes 1956 -57 and 1957 -58 and the tot- 

al increase for the two years is distributed among 

the various groups of items. 

Such an analysis makes possible a closer look 

at the influence of unionism on price changes dur- 

ing these two years. 

In a rough way, the items in the Consumer 

Price Index can be divided in two categories, 
those products and services in which unions play 

a prominent role in wage determinations, and those 

in which unions do not. Such a listing would be 

as follows: 2/ 

Relatively Unionized Section of the Economy 

Newspapers 

Labor Services 
Amusement 

Alcoholic Beverages 

Tobacco Products 

Metal Products 
Oil,Chemical,Rubber and Pottery Products 

Public Utilities 

Housing 

Textile Mill Products 

Wood and Paper Products 

Apparel 
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Relatively Non -unionized Section of the Economy 

Professional Services 
Finance and Insurance 

Hospital Care 
Miscellaneous Services (legal, banking, burial) 

Perishable Foods 
Non -perishable Foods 

Food away from Home 
Beverages 

Government Services and Taxes 

When price changes for these two groupings are 
compared, the results give little support to the 
contention that the highly unionized industries 
have been largely responsible for higher living 

costs. In fact, price increases in those indus- 
tries in which a large proportion of workers are 
organized into unions and in which collectively 
bargained wage settlements receive prominent 
attention, are significantly lower than in those 
areas of the economy where unions are either 
weak or non-existent. 

Average prices for the unionized sector in- 

creased 5.2 percent during the two -year period, 
while for the non -unionized sector the increase 
was 11.1 percent. 

While the unionized sector comprises 62 percent 
of the total Index, it accounts for only 44 per- 
cent of the total price increase. 

Surely, this comparison is a clear indication 
that the influence of union -won wage increases 
has played but a small role in the price move- 
ments during this two -year period. Obviously, 
many other factors have been at work on the pric- 
ing process. 

A feW details, perhaps, will make clear not 
only whr unionism has not been a major factor in 
this price rise but also how complex the causal 
factors are which operate on the variety of prices 
which consumers normally pay. 

The highest increase for any group of commodi- 
ties and services is listed for perishable foods. 
In fact, increaseh in this sector account for al- 
most one -third of the two -year rise in the Index. 
While Wnion organization may be prominent in 

handling some of these foods after they leave the 
farm certainly the major influence on prices has 
been specific crop conditions that have affected 
the market price for these commodities. The 
freeze affecting the citrus fruits in Florida and 
the drought conditions on the Great Plains affect- 
ing meat prices, have both had a far greater in- 
fluence on food prices than union organization 
or wage, pressure. 
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The second largest increase is recorded for 
the price of newspapers. While labor costs are 

certainly one factor in the business of running a 

newspaper (and this has been included in the 

unionized sector of the economy), it would appear 

that the sharp rise in price has been the result 

of many forces accumulating over a number of years. 
Newspapers obviously cannot be subject to fre- 

quent repricing. There has been a reluctance to 
move away from the newsstand price of 5¢ a copy. 
The price rise over this two -year period came only 
after a three -year period when prices remained al- 
most stable. Thus the sharp price rise has to be 

viewed as a reaction from demand and cost factors 
that have been accumulating for several years. 
rather than an indication of special demand or 
cost pressures in this particular two -year 
period. 

The next highest price increase listed is for 
finance and insurance services. This includes 
interest on the homeowner's mortgage, and auto- 
mobile and property insurance. Here the effect of 
higher interest rates becomes quite marked. The 

higher premiums charged for automobile insurance 
reflect a generally increased level of claims as 
well as higher repair costs caused by the 

structural characteristics of the newer model cars. 

Another group showing a sharp increase during 
this two -year period is hospital care. In the 

case of hospitals, a number of factors seem to be 
at work. The increase in the figure for hospital 
care may reflect, not only increases in price, 
but also the more highly skilled technical ser- 
vices and improved equipment required in modern 
hospitals. The group hospitalization component 
may reflect the increased extent to which families 
have to resort to hospital care. While wage and 
salary costs form a large part of hospital ex- 
penses and have increased substantially, part of 
this increase reflects a higher proportion of 
skilled workers rather than an increase in wage 
rates. Moreover, as is generally realized, wage 
rates for hospital employees have been among the 
lowest in our society. 

Another sharp increase is recorded for 
government services and taxes. The Consumer 
Price Index does not measure federal or state in- 
come taxes, but it does include various state and 

local taxes including real estate property taxes 
and auto registration fees. These prices in- 
creased quite markedly in the two -year period. 
Some of this increase may be related to higher 
wages (not that unions are not a major factor 
among state and local government employees) but 
basically the increase has been caused by expand- 
ing demands for state and local government 
services. 

Moreover, there is some real doubt whether 
any index can accurately measure the price in- 
creases for government activities. The Index does 
measure the increased payments which the average 
city worker has to make for local government ser- 
vices. However, if state and local governments 
have been improving the quantity and the quality 

of services rendered to the taxpayer, the higher 
taxes paid reflect not only an increase in price, 
but also a better product for the taxpayer. 

Some of the products or services in which 
unions play an important role show a relatively 
high increase in price for the two -year period. 
This is true, for example, of pottery, home 
repairs, and transportation equipment. However, 
there are other products in which union organiza- 
tion is equally strong such as electric machinery, 
public utilities, textiles and apparel in which 
the price increase was well below the average 
for the total index. 

This brief run -down of price changes during 
the past few years indicates the complex nature 
of the pricing process. Today's American 
economy offers an almost bewildering variety of 
products (and therefore prices) to the American 
consumer. Specialized factors affect the demand, 
supply, or both, of different products and 
services to different degrees. 

No attempt has been made here to argue that 
wages do not represent an element of cost to the 
firm or that the level of prices is independent 
of changes in wage rates. What is argued is that 
the weight of the evidence obtained by examining 
specific price changes over the past two years 
does not support the charge that union -won wage 
increases have been a major factor causing higher 
prices during the past two years. 

EXAMINING ECONOMY -WIDE MOVEMENTS 

The other type of evidence that must be con- 
sidered relates to broad movements of wages, 
other costs, prices, and productivity. Specifi- 
cally, it has become the economic fashion to 
argue that recent wage increases have been far out 
of line with the economy's increase in productiv- 
ity. 

The issue leads into an area where the techni- 
cians have to take over. Not only are the basic 
data often deficient but the task of developing 
proper ratios to determine productivity or unit 
costs becomes involved in numerous technical 
problems of measurement. 

The Bureau of Labor Statistics has put together 
for the Joint Economic Committee yearly indexes 
for the postwar period indicating labor and non - 
labor costs, prices, employee compensation, and 
productivity. 

What do these figures show? 

To this observer, the single most impressive 
feature about them is that unit labor and non - 
labor payments have increased about at the same 
rate during the postwar period. Since the two 
shares are roughly equal, this means that the 
non -labor part of the price tag including such 
items as capital consumption allowances, interest 
payments, rental income, and profits has been 
creating just about as much pressure on costs and 



prices as labor costs. 

Not only have unit non -labor costs moved 

roughly the same as unit labor costs, but for 

certain non -labor items, particularly capital 

consumption allowances and charges for interest, 

the increase in the past few years is far higher 

than the increase for total employee compensa- 
tion. 

Comparison between wages (real compensation 
in constant purchasing power) and productivity 
(real product per man -hour -- all persons total 
private sector) can be made for any postwar 
time period. Percentage changes will vary with 
the particular period chosen, but for the post- 
war period as a whole, (1947 -1957) these figures 

show wages still lagging behind productivity. 

In all these calculations, employee compen- 
sation is considered as one lump sum. This 
obscures some very real changes that have been 
taking place in the composition of employment. 

The fact is that the composition of the 
"employee" group has_shifted markedly through 
the rapid growth in the number of workers on 
salary status. The increase has been parti- 
cularly noteworthy among professional and tech- 
nical employees but- also includes large numbers 
in the office, clerical, and sales groups. Along 
with the increase in salaried workers has come 
an absolute as well as a relative decline in 
production workers as newer labor- saving equip- 
ment is introduced. The 1958 recession has 
accentuated this/ shift. In manufacturing, for 
example, the at-time peak of 14 million produc- 
tion workers wds reached in August 1953. Today 
there are 2.1 million fewer. During the same 
time span, the number of non -production workers 
has risen from 3.5 to 3.8 million. 

This change has a real impact on the produc- 
tivity statistics. Although the new force of 
technicians is expected to contribute its full 
share to future increases in productivity, the 
initial result of adding non- production workers 
to the payroll has had the effect of limiting the 
currently recorded improvement in productivity. 

It's difficult to see how these economy -wide 
movements of wages, costs, and prices can be 
interpreted to support the charge of Wage Infla- 
tion. Although it may be true that real wages 
advanced more than productivity during the two - 
year period 1955 -57, other two -year periods could 
easily be chosen to show the opposite story. 
When the figures are viewed in the context of the 
entire postwar period, it is clear that employees 
have not gained a greater share of the benefits 
of productivity than other groups in society. 

Moreover, the fact that wages increased more 
than productivity in 1956 and 1957 was not caused 
by excessive wage increases that were above 
average. Real average hourly earnings in manu- 
facturing, for example, increased by 5.4 percent 
from 1955 to 1957, well within the average rate 
of productivity improvement for the postwar 
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economy. Rather it was the rate of productivity 
improvement for these two years that was abnormal, 
since it was below the average for the economy 
during the postwar period. 

Even though these were years of extra- 
ordinary high capital investment, the more effi- 
cient new plant and equipment was not immediately 
translated into equivalent advances in product- 
ivity. Among possible reasons for this are the 
following: 

(1) The high cost of getting a new plant 
into full production together with the natural 
time lag involved before the newer equipment has 
reached its most efficient level of production. 

(2) The sharp increase in the number of 
salaried workers as previously indicated, tempor- 
arily affecting adversely the productivity 
equation. 

(3) The failure of consumption to grow as 
rapidly as the nation's capacity to producr. The 
result was that the economy was not operating at 
close to capacity, its most efficient level of 
production. 

In any event, there is little reason to 
believe the low productivity rates of 1956 and 1957 
will set a pattern for the future. 

It now appears likely that this relatively 
low rate of productivity increase is already giving 
way to more rapid increases,.Thus any gap that 
may have developed between the rate of productivity 
advances and employees' compensation will be 
eliminated as productivity returns to its normal 
postwar level. 

IMPLICATIONS FOR PUBLIC POLICY 

I have tried to indicate why I believe that 
inflation is not America's Public Enemy No.1, and 
why it certainly cannot be characterized as Wage 
Inflation. This does not mean that rising prices 
are not causing some serious problems in some 
important segments of the American economy, or 
that we have to stand back helplessly without 
taking any action to meet these problems. While 
I doubt that inflation deserves the label, "Public 
Enemy No.1," perhaps it could be called, "No.1 
Juvenile Delinquent." Rather than requiring the 
entire resources of the FBI and other law enforce- 
ment agencies, the job of keeping the price rise 
within manageable bounds can be accomplished more 
effectively by measures to curb specific types of 
anti -social behavior. 

Instead of complaining about the general rise 
in prices, it would be more fruitful to give more 
individual attention to the behavior of prices in 
specific segments of the economy. 
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For example, we need to know a great deal more 

about the price of medical care. This component 

of the Consumer Price Index has risen the most 

sharply of any during the past few years. Are 

these rising prices simply a response to the 

increased demand for medical services? In any 

event, are there governmental policies that can be 

undertaken that could lead to easing this price 

pressure? 

Another problem area is the relatively few 

critical sections of industry where a small num- 

ber of firms can establish prices without the 

same regard for market conditions that limit the 

price decisions in the more competitive industries. 

The basic steel industry is perhaps the most pro- 

minent of these. While steel prices are not 

directly represented in the Consumer Price Index, 

the implications of steel pricing policies go far 

beyond its particular section of industry, since 

steel products are used by practically every 

other industry in the economy. 

If these are some of the problem areas, what 

types of actions can be taken to meet the pro- 

blems they disclose? 

Naturally, it is easy to diagnose rather than 

cure. One encouraging sign is the fact that some 

of these problems may have a built -in correction 

factor. After all, the price level has stabilized 

in recent months. Although the casual newspaper 

reader would hardly realize it, consumer prices 

have been practically stationary since March, and 

wholesale prices for almost a year. 

Nevertheless, there are actions that can be 

taken to keep to a minimum any inflationary 
inclination that the American economy may have. 

As far as government is concerned, this analysis 

suggests that any search for a magic formula to 

apply to all prices would be a fruitless one. 

Instead, a more rewarding task might be to spend 
more time examining a whole host of government 
and private policies which affect the prices for 

particular products. Examining specific laws and 

policies affecting specific prices may appear a 

more roundabout method of attacking the problem, 
but it could prove to be the more effective if it 

leads to removing obstacles to more competitive 
pricing and thus assuring a more effective 

functioning of the pricing process. Among the 

government activities which could be so scrutin- 

ized are the following: 

Anti -Monopoly Legislation -- Although some 
economists have minimized the impact of antitrust 

action, the recent decision in the Bethlehem - 
Youngstown Steel case shows that this type of 

legislation still has its teeth. While antitrust 

laws can hardly be used to prevent specific price 

increases, the importance of maintaining as com- 
petitive an economy as possible in today's era of 

bigness cannot be over- estimated. 

Fair Trade -- Recently, there has been increased 

support for federal legislation to authorize resale 
price maintenance. Here is one specific area 
where the Federal Government can help keep prices 

competitive by failing to pass legislation. 

Agriculture- -Farm prices have been relatively 
weak during the postwar period. Yet there is 

something wrong with a program which yields ever - 
mounting surpluses of farm products even under an 
Administration devoted to lower price supports. 
Isn't there some way whereby the government's 
support program for agriculture can be translated 
into lower prices to consumers and still provide 
income- support to growers? 

Taxation --Many specific taxes have an impact 
on consumer prices. The recent Congress took the 
healthy step of eliminating the three percent 
excise tax on freight transportion which provided 
an uneconomic addition to business costs. There 
may well be similar excise taxes which should be 
reduced or eliminated. The lost revenue could 
then be recaptured by closing existing loopholes 
in the Federal income tax structure. 

Monetary and Credit Policy -- Despite its 

deficiencies, this remains an important weapon 
against demand inflation, although those in 
charge of utilizing this weapon have, I believe, 
over -estimated its usefulness and have been too 
zealous in applying it. Some way must be found 
to modify the use of this weapon so that its 
impact is not concentrated in some areas of the 
economy (e.g.housing) while other areas, including 
many larger corporations, are practically immune 
to the operations of the central bank. 

In the last analysis, we must remind our- 
selves that price stability still must remain just 
one of several objectives for government economic 
policy. It would obviously be unwise to adopt 
government policies which might yield a stable 
price level, but at the same time would limit 
economic growth and produce a higher level of 
unemployment. As others have suggested, perhaps 
the most effective guide to government policy for 
price stability is not to get in the way of 
economic growth, and to make certain that mistakes 
in monetary policy such as were made in the summer 
of 1957 are not repeated. 

In the area of labor- management relations, 
many of those arguing that labor is the "culprit" 
have specific remedies to suggest. In a number of 
respects their views seem rather puzzling. Let me 
cite one example. A great hue and cry has been 
raised about the inequitable effects of union 
rivalry for higher wages. The theory is that high 
wage settlements generated by intense union com- 
petition has created inequities among lower -paid 
workers and produced additional pressure for wage 
increases that cannot be satisfied without increas- 
ing prices. 

What is the remedy for this supposed malady? 
The answer, among a large group of experts, seems 
to be -- break up the unions and reduce the scope 
of collective bargaining. I do not know to what 
extent this may weaken unions, but the one result 
that is almost inevitable would be a heightening 
of the wage competition among union groups. To 
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someone worried about wage inequities, the result 

would be a nightmare. 

Moreover, there should be some hesitation 
about tampering with the American system of 
collective bargaining which, though obviously 
not perfect, has proved an efficient and democ- 
ratic mechanism for wage determination. While 
partisans from both the labor and management 

sides have been arguing for many years regarding 
the extent of government intervention in the 

collective bargaining process, both groups 
demonstrably prefer the process of mutual 
accommodation in wage- setting to a system with 
greater government intervention. 

The collective bargaining process has 
proved flexible to changing economic circum- 
stances. The American system with its emphasis 
on local or company bargaining rather than 
national collective bargaining, yields a great 
diversity of wage settlements. In effect, most 
of the wage bargains have been fashioned with an 
eye to the specific conditions prevailing in the 
industry, locality, or firm concerned. Exper- 
ience in the textile industry, for example, 
demonstrates how collective bargaining results 
are affected by economic conditions. The extent 
to which particular wage settlements have become 
the "pattern" for other industries is probably 
less today than it was 10 years ago. 

Of course, it will always be possible for 
economists to find particular collective bargain- 
ing settlements which they feel have increased 
wages at a higher rate than productivity. But 
the positive values of collective bargaining 
should not be lightly sacrificed. The crucial 
question is whether the system of collective 
baOiuing not an isolated case or even 
g of cases -- persistently produces a con- 

in which wage gains are achieved at the 
of the general welfare. 

On the.basis of the American experience 
sincé World War II, I do not see any compelling 
reason for altering the basically voluntary 
character of wage settlements negotiated through 
collective bargain1 g. 

1/ The First City Bank Letter, 
June 1958,,04 

21 There may disagreement regarding the 
degree of uniofl luence in some of these indus- 
tries. For example, textile mill products have 
been listed as "relatively unionized" because 
collective bargaining settlements are given pro- 
minent attention even though the majority of tex- 
tile plants are not unionized. On the other 
hand, the processing and distribution of non- 
perishable foods and beverages is often done by 
union members,but unions are not normally in- 
volved in the preparation of the basic product. 
Very little change in the price increase recorded 
for the groups as a whole would result if any 
items such as these were transferred to the 
opposite column. 
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APPENDIX - 1 

CHANGES IN CONSUMER PRICES * 
March 1956 -March 1958 

(Groups listed in order of price increase) 

Industry Classification 

Weicht Percent Increase, Percent of 
total price 

increase December 1955 1956 -58 1957 -58 1956 -57 

TOTAL INDEX 

NEWSPAPERS 

100.00 

99 

7.4 

16.6' 

3.82 

14.8 

3.43 

1.5 

1.00.0 

2.2 

SERVICES 14.59 10.0 5.0 4.7 19.9 

Labor services 5.03 7.2 3.1 4.0 5.0 
Professional services 3.04 6.7 2.6 3.9 2.8 
Finance and insurance 2.74 16.0 10.9 6.7 6.0 

Amusement 1.61 11.5 6.8 4.4 2.5 
Hospital care 1.34 14.1 7.8 5.8 2.6 
Miscellaneous (legal, banking, 

. burial) .83 6I/ 1.1 

FOOD. LIQUOR, TOBACCO 32.91 10.0 6.4 3.5 44.9 

Perishable foods 13.68 17.2 13.1 3.8 31.9 
Nonperishable foods 8.45 5.3 2.1 3.2 6.1 

Food away from home 4.73 7.1 3.4 3.5 4.6 
Alcoholic beverages 2.38 3.7 0 3.7 1.2 

Tobacco products 1.98 6.4 5.1 1.2 1.7 

Beverages 1.69 - 2.5 - 8.1 6.1 - 0.6 

GOVERNMENT SERVICES AND TAXES 1.64 9.9 6.6 3.1 2.2 

Taxes 1.38 11.6 7.7 3.7 2.2 

Government services .26 0.8 0.8 0 

The figures in this table differ slightly from the table included in the author's paper 

to the Joint Economic Committee published in The Relation of Prices to Economic Stability 

and Growth, Commentaries Submitted by Economists from Labor and Industry, Joint Economic 

Committee, October 31, 1958. The above table reflects the use of more refined statistical 

techniques in computing the various group indexes. Differences between the two tables 

are slight. 

a/ As computed from the individual items in the quarterly index published by the Bureau of 

Labor Statistics for a subsample of 19 cities. Total index increases, thus computed, differ 

slightly from those shown by regular monthly series, which were as follows: 1956 -58, 7.5 %; 

1957 -58, 3.7 %; 1956 -57, 3.7%. 

b/ Not priced. Price increase for major group imputed to this item. 
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Industry Classification 

Weight 

1956 -58 

APPENDIX 

Percent Increase) 

- 2 

Percent of 
total price 

increase December 1955 1957 -58 1956 -57 

OIL, CHEMICALS, RUBBER AND 
POTTERY PRODUCTS _740 6.2 1.1 5.2 6,3. 

Petroleum and coal products 3.98 4.7 2.0 6.8 2.5 

Chemical products 2.88 8.4 4.8 3.4 3.3 

Rubber products .35 2.9 4.5 1.5 0.1 

Pottery .19 12.0 3.7 8.1 0.3 

METAL PRODUCTS 11 28 5.3 0.7 4.4 8.1 

Transport equipment 4.31 11.0 1.3 9.4 6.5 

Electrical machinery 3.04 - 3.2 - 2.5 0.8 1.3 

Fabricated metal products 2.49 4.7 1.8 2.8 1.6. 

Miscellaneous manufactured goods 1.44 6.8 4.4 2.3 1.3 

(Appliances) 2.9 2.2 - 0.8 

PUBLIC UTILITIES 4.95 5.3 3.3 1.9 3.6 

Water, gas, electricity 2.40 3.4 2.1 1.3 1.1 

Transit and railroad fares 1.46 8.8 5.8 2.9 1.8 

Communications 1.09 4.9 2.8 2.1 0.7 

HOUSING 13.31 4.9 3.0 1.8 8.8 

Home purchase 6.08 4.5 3.6 0.9 3.7 

Rent 5.89 4.2 2.0 2.1 3.4 

Home repairs .94 11.6 5.0 6.3 1.5 

Housing away from home .40 0.3 

TEXTILE PRODUCTS 1.36 2.9 0.3 2.5 0.5 

Housefurnishings .75 0.4 0.9 1.4 -- 

Floor coverings .55 4.9 1.6 3.2 0.4 

Other .06 15.0 3.6 11.0 0.1 

-WOOD AND PAPER PRODUCTS 2.40 3.5 0.1 3.4 1.1 

APPAREL 9.17 1.9 0 1.9 2.4 

Textile 7.82 1.2 - 0.3 1.4 1.2 

Leather 1.35 6.1 1.4 4.6 1.1 
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APPENDIX - 3 APPENDIX - 4 

Detailed Classification of Items in 

Item 
Weight 

December 1955 

Consumer Price Index 

Item 
Weight 

December 1955 

NEWSPAPERS .99 Non -perishable foods 8.45 
cereals & bakery products 3.23 

SERVICES 14.59 canned luncheon meat .22 

canned & frozen fish .55 

Labor services 
dry cleaning & pressing 

5.03 
1.26 

vegetables & fruits (canned, 
dried, frozen) 1.65 

laundry .81 tomato soup .37 
domestic .56 beans with pork .16 

shoe repairs .15 sweet pickles .23 

auto repairs 1.19 tomato catsup .10 

men's haircuts .70 fats & oils .92 

beauty shop services .32 misc. (gealtine) .10 

TV repairs .04 sugar & sweets .92 

Professional services 3.04 Food away from home 4.73 
physicians' fees 1.92 Alcoholic beverages 1.69 
dentists' fees .85 beer 1.45 
optometrist .27 whiskey .93 

Finance & Insurance 2.74 Tobacco Products 1.98 
mortgage interest 1.64 cigarettes 1.84 
auto insurance .90 cigars .14 
property insurancw .20 

Beverages 1.69 
Amusement 1.61 coffee 1.17 

motion picture admissions 1.61 tea .15 

cola drinks .37 
Hospital care 1.34 

group hospitalization GOVERNMENT SERVICES AND TAXES 1.64 
insurance 1.12 

hospital room rates .22 Taxes 1.38 
Miscellaneous (legal, banking, 

burial) .83 

real estate 
auto registration 

1.08 

.30 

FOOD, LIQUOR, TOBACCO 32.91 Government service .26 
postage .26 

Perishable foods 13.68 
beef and veal 1.89 METAL PRODUCTS 11.28 
pork 2.01 
lamb .16 Transportation equipment 4.31 
frankfurters .63 new cars 2.85 
poultry .94 used cars 1.46 
fresh fruits & vegetables 2.67 
dairy products 3.97 Electrical machinery* 3.04 
eggs 1.41 refrigerators .76 

washing machines .49 

vacuum cleaners .21 

toasters .19 

sewing machines .17 
television sets .80 
radios .35 
electric light bulbe .07 

* "Electrical machinery" consists mainly of appliances. Classified under the usual CPI grouping, how- 
ever, "appliances" exclude electric light bulbs & include stoves. 
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APPENDIX - 5 

Item 

Weight 
December 1955 

APPENDIX - 6 

Item 
Weight 

December 1955 

Fabricated Metal Products 
stoves 

2.49 
.48 

HOUSING 13.31 

water heaters .78 Home purchase 6.08 

cabinet kitchen sinks .13 

faucets, sink .33 Rent 5.89 

saucepans, aluminum .30 
razor blades .14 Home Repairs .94 

tools .33 repainting rooms .29 

repainting garage .16 

Miscellaneous manufactured goods 1.44 refinishing floors .18 

toys .28 reshingling roof .31 

sporting goods 1.16 
Housing away from home .40 

CHEMICAL, RUBBER, AND POTTERY 
PRODUCTS 7.40 TEXTILE MILL PRODUCTS 1.36 

Petroleum & coal products 3.98 Housefurnishings .75 

gasoline 2.40 towels, bath .07 

motor oil .22 sheets, muslin .19 

solid fuels & fuel oil 1.36 curtains .15 

blankets, wool .09 

Chemical products 2.88 bedspreads, cotton .08 
laundry soap & detergents .64 drapery fabrics, cotton .17 

toilet soap .22 

prescriptions & drugs .81 Floor coverings .55 

toothpaste .20 rugs, wool axminster .12 

face powder .11 carpets, wool broadloom .24 

shaving cream .06 rugs, felt base .13 

face cream .12 rugs, rayon or cotton .06 

shampoo .11 

home permanents refill .05 Other .06 

exterior housepaint .56 sanitary napkins .06 

Rubber products .35 WOOD AND PAPER PRODUCTS 2.40 

tires .35 

Wood Products 2.03 

Pottery products .19 furniture & bedding 1.72 
dinnerware .19 porch flooring .31 

PUBLIC UTILITIES 4.95 Paper Products .37 
toilet tissue .21 

Water, gas, electricity 2.40 cleansing tissue .12 

water .37 paper napkins .04 

gas & electricity 2.03 
APPAREL 9.17 

Transit & railroad fares 1.46 
transit fares 1.18 Textile 7.82 
railroad fares, coach .28 Men's and boy's apparel 2.94 

women's and girl's apparel 4.08 
Communication 1.09 other apparel .80 

telephone 1.09 
Leather 1.35 

shoes 1.35 
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IS THIS A NEW TYPE INFLATION? 

By: Geo. P. Hatchings, Ford Motor Company 

The type of inflation experienced in recent 
years is different from past inflations. Tradi- 
tional inflations involved a sharp rise in prices, 
reflecting excess money demand for goods and serv- 
ices relative to supply. This excess demand was 
made possible by expansion in the supply and /or 
use of mòney. In recent years, however, the rise 
of prices has been more gradual and for the most 
part has not been based upon excess money demand. 
Instead, price increases have been based largely 
upon a steady rise in costs forced from the supply 
side. 

Careful statistical analysis is required to 
disentangle cause and effect relationships in ris- 
ing prices. This is because, with a rise in 
prices, there is also a rise per unit of produc- 
tion in: 

1. Expenditures. 
2. Incomes (which are also costs of pro- 

duction). 

3. Money usage. 

The problem is to determine which factor initiated 
the rise and which factors followed. 

These identity relationships are illustrated 
in the chart below for income and expenditure flow 
relative to gross national product. 

Chart 1 

INCOME AND EXPENDITURES FLOW RELATIVE TO 
GROSS NATIONAL PRODUCT 

YEAR 1957 
(BILLIONS OF DOLLARS) 

GROSSNATIONAL 

04403 

BUSINESS 
INVESTMENT 

NOVER MENT 
PORC ASES 

87.1 

PERSONAL CONSUMPTION 
EXPENDITURES 

s 284.4 

CREDIT 
AND SAVINGS 

FUNDS RETAINED 
BY BUSINESS 

s 45.6 

NET REVENUES 
OF GOVERNMENT 

PERSONA INCOME 
AFTER TAXES 

11305.1 

Total production is bought by same customer 
in the form of business investment, government 
purchases, or personal consumption. In 1957, for 
example, the $440.3 billion of gross national 
product was absorbed by: 

$68.8 billion - Business investment (Residential 
construction, Other private con- 
struction, Producers' durable 
equipment, Change in business 
inventories, and Net exports). 

$87.1 billion - Government purchases (Government 
employee payrolls, Public con- 
struction, and Other purchases 
of equipment, supplies, and 
services from business. 

$284.4 billion - Personal consumption expendi- 
tures (Durable goods, Nondura- 
ble goods, and Services). 

In turn, the revenue received from sale of 
this production flowed to these groups as follows: 

$45.6 billion - Funds retained by business 
(Depreciation and other capital 
consumption allowances, Undis- 
tributed profits, and Govern- 
ment transfer payments to 
foreign countries). 

$88.8 billion - Net revenues of government (Tax 
revenues less the total of Gov- 
ernment interest, Transfer pay- 
ments, and Net subsidies). 

$305.1 billion - Personal income after taxes (Per- 
sonal income less tax payments). 

The slight difference between total income and 
production (or expenditure) is due to discrepan- 
cies in source data. Conceptually, they are equal. 

Although income and expenditure balance in 
total, individual spending units or groups spend 
either more than, or less than, their income for a 
given period. The central category of bank credit 
and savings shown in the flow chart makes possible 
such variation for individual components, within 
the framework of equality in total income and 
expenditure. 

The identity relationships in this flow chart 
make it clear that when prices rise, there is an 
equivalent percentage rise per unit of production 
in total expenditures, total income, and total 
money usage. It is necessary to examine internal 
relationships within the aggregate flow, therefore, 

to determine cause and effect. 

One of the primary factors to examine, in view 
of its importance in traditional inflations, is the 
relationship of money supply to physical quantity 
of production. 

During World Wars I and II, and the immediate 
postwar periods, there was a substantial rise in 
the quantity of money relative to production. In 
1915 -20, demand deposits and currency rose 108 per 
cent, compared with an increase of about per 
cent in quantity of production. Time deposits 
(which are not used directly as a medium of 
exchange but which are readily converted to money) 
rose nearly 72 per cent. Similar monetary infla- 
tion occurred in 1940 -45, when demand deposits and 



currency increased 142 per cent, compared with 

about 53 per cent for production. Time deposits 
were up 75 per cent. After the war, in 1945 -48, 

the money supply increased further in the face of 
slightly lower production levels. 

Coney Supply vs. CUP 
Constant Dollars 

(% increase) 

Factors Affecting Deposits Currency - 
Banking and System 

in billions of 

Total 

Invest- 

U.S. 
Govt. 

Sties 

U.S. Cold 

U.S. 
Sties Trees. 
le.. Cur- 
U.S. 
Treas. less 

ances Cash 

Foreign 
Book 
Deposit., 
Capital, 
e 
Account. 

MP Deposit. 

Jun 1915 1920 13.9 108.1 71.5 18.9 16.3 3.9 .7 2.0 

1933 -June 1937 44.9 60.1 19.6 15.8 .8 10.4 5.4 .7 

Dec. 1940 -ac. 1945 52.6 142.1 74.7 80.8 5.8 79.6 -.8 3.8 

Dee. 1945 -Dana 1948 -6.7 9.0 18.7 18.3 20.8 -5.7 5.4 2.2 

1949 -Sec. 1951 16.8 12.0 4.8 16.2 21.3 -2.4 6 1.1 

Dee. 1954 -Dec. 1957 12.1 3.1 18.4 18.0 31.9 -13.0 1.3 2.2 

Price Stability 

Jun 1929 57.6 25.9 72.5 18.4 17.8 1.1 1.3 1.8 

Jun 1937 -Dec. 1940 12.2 37.7 7.1 13.4 5 3.5 11.4 2.1 

Dee. 1948 -Dee. 1949 -0.1 -0.4 1.9 .7 2.5 -.7 .2 1.3 

1951 -Dee. 1954 6.2 7.9 22.5 23.7 22.7 5.8 -.2 4.5 

Rice Decline 

Jun 1920 -Tone 1921 -8.5 -12.4 4.7 -2.2 5 .9 

1933 -30.4 -26.8 -24.3 -14.0 -21.1 4.1 .2 -2.8 

Year- to-year 

The expansion of deposits and currency during 
1915 -20 and 1945 -48 arose largely from increased 
loans and investments to business and individuals. 
During 1940 -45, on the other hand, the increased 
money supply stemmed from government borrowing to 
finance the war. 

These periods of substantial price inflation 
were clearly the result of excess demand fed by 
expansion of the money supply relative to produc- 
tion. During World War II, the excess money sup- 
ply was held in check by the substitution of 
rationing and price controls for free markets. 
Once free markets returned, this excess money, 
coupled with the large volume of other liquid 
assets readily convertible into money, made possi- 
ble money demands well in excess of the available 
supply of goods and services. 

An increase in the quantity of money relative 
to production was not a primary factor in the other 
periods of rising prices since 1915. During 

1933 -37, rising prices represented more of a 
recovery from depression levels rather than excess 
demand pressing against productivity capacity. 
They also reflected government policies deliber- 
ately aimed at such recovery of prices. 

In the 1949 -51 price rise, excess demand was 
again the driving force. After the outbreak of 
war in Korea, business and consumers bid for com- 
modities and services that they feared would 
become in short supply and higher priced. This 
was accomplished through faster turnover of money 
rather than an increase in its quantity relative 
to production. 
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The recent general price rise of 1954 -57 was 

marked neither by expansion of the money supply 
relative to production, nor by broad demand pres- 
sures against available supplies. Demand pres- 
sures were a factor only in limited segments of 
the economy, and then only for part of the period. 
For the broad range of consumer goods and services 
over the period as a whole, however, excess demand 
was not a factor. 

The weight of evidence points to conditions 
on the supply side rather than on the demand side 
as the initiating force behind general price 
increases over recent years. This is not to deny 
the role of demand in determining relative price 

changes among various commodities and services. 
Nor is it to deny that sufficient demand and money 
usage was required to pay generally higher prices. 
These flowed from the price rise, however, rather 
than the reverse. 

The initiating force in steadily rising 
prices for nonfarm production since 1951 has been 
the increase in costs of production. This is 
illustrated in the chart below where the aggregate 
average price for nonfarm production is broken 
down into component costs and profits. 

Chart 2 
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PRICES, COSTS, AND PROFITS PER UNIT OF PRODUCTION 
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The chart is based on U.S. Department of Com- 
merce data for gross national product exclusive of 
government and agriculture. Dollar revenues from 
production are divided by production in constant 
dollars to obtain the implicit price, costs, and 
profits per unit of production. The average 
price is shown in terms of an index (1954 =100), 
with costs and profits shown as component points 
in the total index. Costs and profits shown on 
the chart do not add exactly to the total price 
because of excluding a small residual for business 
transfer payments (such as consumer bad debts and 
gifts to nonprofit institutions), net subsidies of 

government enterprises, and the statistical dis- 
crepancy between income and expenditure measures 
of production value. 

Unit labor costs (which include total employee 
payrolls and fringe benefits) accounted for 
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two -thirds of the aggregate price rise from 1951 
to 1957. Unit labor costs increased because pay 
rates and fringe benefits expanded at a more rapid 
rate than production per employee man -hour. 

Other unit costs also moved up steadily over 
this period. This rise was concentrated in depre- 
ciation; interest, and indirect taxes. Higher 
unit labor costs in construction and capital 
equipment industries, as well as in government, 
were a factor also in these cost increases. 

Income remaining for business owners did not 
rise over this period relative to production. Net 
income to owners of unincorporated business per 
unit of production was virtually unchanged. Cor- 
poration unit profits declined, both on a before - 
tax and after -tax basis. The chart shows unit 
profits on an after -tax basis because, to the 
stockholder, this represents income before taxes. 
The investor pays income taxes on dividends and 
capital gains taxes on gains realized from invest- 
ment of undistributed profits. Corporation 
profits taxes are a cost to the investor of doing 
business just as any other expenditure. In diag- 
nosing the 1951 -57 period, however, it is not 
essential to distinguish between before- and 
after -tax figures. There was a decline on either 
basis relative to production. 

This type of income distribution from produc- 
tion does not prevail in a traditional inflation. 
Where demand is the driving force, unit profits 
will rise along with unit costs. Excess money 
demand normally bids up prices more rapidly than 
costs. The prospect for higher profits also leads 
to competitive bidding for employees, construction, 
capital equipment, and investor funds. 

The decline in unit profits for recent years 
clearly indicates that neither general excess 
demand nor business pricing for higher profit mar- 
gins was responsible for rising prices on nonfarm 
production after 1951. The generating force was a 
push -up in unit costs, largely the result of 
attempts to move plead more rapidly on general pay 
rates and fringe benefits than could be validated 
by greater efficiency of production for the non- 
farm economy as a whole. Business profits were 
not large enough to absorb these cost increases 
even if profits had been wiped out. 

A strikingly different picture has prevailed 
since 1951 in farm prices, costs, and net incomes 
per unit of production. 

In contrast with the nonfarm segment, farm 
unit costs (hired labor, depreciation, etc.) 
account for a relatively small portion of the 
price and have been fairly stable since 1951. 
Farm prices declined sharply from 1951 to 1955, as 
temporarily heavy demands receded and supplies 
increased. The decline in price was reflected in 
lower net income to farmers per unit produced. It 

should be noted, however, that farm prices and 
unit net income had previously risen more sharply 
during 1940 -48. 
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Chart 3 

PRICES. COSTS, AND PROFITS PER UNIT OF PRODUCTION 

(FARS/ PRODUCT) 

1954 FOR TOTAL -100 

TOTAL PRIGE 
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It is not surprising that farm prices and 
incomes show greater fluctuation than the total 
nonfarm sector of the economy. Farm supplies 
cannot be geared as readily to demand as most non- 
farm products and services because: 

1. Farm production is influenced to an important 
extent by weather conditions. 

2. The production cycle is longer than most non- 
farm items. 

3. Low unit costs for marginal production rela- 
tive to price encourage extra production, 
particularly with government price - support 
operations. 

4. Perishable farm products cannot be held off 
the market. They must be marketed for what- 
ever price they will bring. 

5. The large number of producers makes for less 
stability in production and prices. It is 

more difficult to effect necessary changes 
in production. 

Further light on the inflation problem can be 

obtained by examination of the major component 
industry groups within the nonfarm economy. 
Unfortunately, data are not yet published on an 
industry breakout for the components of gross 

national product in current dollars and in con- 

stant dollars. Computations thus cannot be made 

for unit prices, costs and profits comparable with 
the two preceding charts for the total private 
nonfarm segment and for the farm segment of the 
economy. It is hoped that such data can be made 
available in the future. 

tata are available, however, for national 
income originating in the major industry groups. 
This makes possible a comparison of employee com- 
pensation with net profits and profits taxes. 
Chart illustrates the data for industries domi- 
nated largely by the corporate form of business. 

In manufacturing, mining, and transportation, 
corporation profits have obviously not been a 



BILLIONS 
DOLLARS 

75 

50 

25 

0 

20 

15 

5 

CHART 

NATIONAL INCOME BY INDUSTRY 

CORPORATE INDUSTRIES IA) 

S 
MANUFACTURING 

486 

COMPENSATION 
OF EMPLOYEES 

CORPORATE PROFITS 
AFTER PROFITS TAXES 

TRANSPORTATION 

10.3 

COMPENSATION 
OF EMPLOYEES 

ISO 

CORPORATE PROFITS 
AFTER TAXES (e) PROFITS TAXES 

.7_1 
948 50 52 

SOURCE: DEPT. OF COMMERCE 
A) CONSIST PRIMARILY OF CORPORATE BUSINESSES. 
B) EXCLUDES INVENTORY PROFITS AND LOSSES. 

54 56 

SILLIONS 
OF DOLLARS 

50 

40 

20 

10 

o 

25 

20 

15 

5 

o 

TRADE 

58 

8 

6 

4 

2 

o 

10 

5 

1948 

MINING 

COMMUNICATIONS PUBLIC UTILITIES 

COMPENSATION 7.9 
OF EMPLOYEES 

4.1 

PROFI S TAXES 
- CORPORATE 

AFTEÏTAXED ID) 

50 

CHART 5 

NATIONAL INCOME BY INDUSTRY 

UNINCORPORATED INDUSTRIES(A) 
BILLIONS 

OF DOLLARS 

INCOME OF 
UNINCORP. BUS. 

AGRIO.. FORESTRY FISHERIES 

18.0 
INCOME OF 

BUS. 

3.4 
COMPENSATION 
OF EMPLOYEES 3.4 

1948 50 52 54 56 58 
SOURCE: DEPT OF COMMERCE 
(A) CONSIST PRIMARILY OF UNINCORPORATED BUSINESSES; 

25 

20 

15 

5 

o 

52 54 

SERVICES 

56 58 

CONSTRUCTION 

187 



188 

factor in higher prices over recent years. Manu- 

facturing corporation profits after taxes were 

$1i billion higher in 1957 than in 1948, compared 
with a $39 billion increase in employee compensa- 
tion. The absolute level of employee compen- 
sation in 1957 was nearly 8 times as large as net 
profits. It is clear then that higher manufactur- 
ing prices in the aggregate did not reflect higher 
profits, and that profits are not large enough to 
cover much of a pay increase. The 15 per cent 
rise in profits was far short of the 41 per cent 
rise in physical quantity of manufacturing produc- 
tion shown by the Federal Reserve Index. 

In mining and transportation, profits 
actually declined over this period, while employee 
payrolls went up substantially. Obviously, 

profits had nothing to do with higher prices in 
these segments. 

Only in communications and public utilities 
did aggregate profits participate appreciably in 
rising revenues. Net profits rose by $1.3 billion 
from 1948 to 1957, while employee compensation 
increased $3.8 billion. Profits are also larger 
in absolute amount relative to employee compensa- 
tion in this segment of the economy, because so 
much of the production process represents capital 
facilities input. Prices charged by these corpo- 
rations are, however, subject to government regu- 
lation. It can be assumed that pricing to obtain 

higher profits was not a factor even for communi- 
cations and public utilities. 

For the industries dominated by unincorpo- 
rated business firms, trade (wholesale and retail) 
shows a picture comparable with manufac uring. 
(See Chart 5.) Employee compensation 2 increased 

by $18 billion from 1948 to 1957, while income to 
the unincorporated owners rose only slightly more 
than $1 billion. The 12 per cent rise in aggre- 

gate owner income was undoubtedly less than the 
increase in value of services performed in con- 
stant prices. Here again, higher profits had 
nothing to do with higher prices. 

The picture for agriculture in terms of unit 
labor costs and owner income has been covered in 
the earlier chart for farm product. Income to 

owners declined, while total hired worker payrolls 
remained unchanged. Owner income in agriculture 
is much larger than employee compensation because 
hired workers contribute only a small portion of 
the value added on the farm. The owner and his 
unpaid family help account for the great bulk of 
man -hours worked on the farm, as well as for the 
capital used in farm production. To a substantial 
extent, net income to farm owners represents pay 

for their labor. Only part of this income can be 
considered as return on capital invested in pro- 
duction. 

The results for service industries and con- 
struction are more similar to communication and 
public utilities. Income to the owners of 
unincorporated firms in these industries has 
grown in line with employee payrolls, although the 
absolute level and amount of increase in payrolls 
has been greater. These industries are not domi- 

nated by large business enterprises, which are 

usually designated as the culprits in pricing 
policies to obtain high profits. 

That pricing to obtain higher profit margins 
is not the cause of inflation in recent years is 
even more forcefully indicated by the following 
chart, which relates profits of all manufacturing 
corporations to sales and to invested capital. 
The profit margin on sales is shown both on a 
before- and after -tax basis. This comparison is 
useful in periods of changing tax rates. 
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Selection of proper base dates is most impor- 
tant in analysis of profit margins between two 
years. Profit margins always shrink in recession 
years such as 1949, 1954, and 1958, and rise in 
recovery years. Tax -rate increases after out- 
break of war in Korea and reductions after cessa- 
tion of hostilities affected after -tax comparisons 
in the last half of 1950 and in 1954. 

With due allowances for these impacts, profit 
margina in recent years have fallen short of compa- 
rable postwar years prior to Korea. Even in 1955, 
profit margins did not return to the levels of 
earlier prosperous years such as 1948 and 1950. 
Margins declined from 1955 to 1957 during the per- 
iod of sharpest price rise since 1951. 

Despite these facts on aggregate profits and 
costs, some observera still argue that pricing 
policies of large corporations are to blame for 
inflation. They usually base their arguments on 
data comparisons which are at best incomplete and 
at worst a distortion. 

Such is the case where price increases are 
attacked because they bring in more total revenue 
than the added cost of hourly worker payrolls per 
unit of production for an individual company or 
group of companies. Hourly worker payrolls of the 
individual company are only part of the total cost. 
There are many other factors in the production 
process; e.g., salaried workers, capital input, and 
materials and services purchased from others. The 
latter in turn represent employee costs and profits 
of supplying firms. 



Wage -rate and fringe benefit increases for a 
company's hourly -paid workers infiltrate all these 

other costs as well. Also, there may be a shift 
in the mix of the various input factors-. A com- 
parison of increased cost per unit of production 
for only one of the input factors relative to 
price presents a partial and distorted picture. 

Another distortion is the comparison of 
profits from a low - volume year to a high - volume 
year, or of absolute dollar profits over a period 
of time without allowance for increased volume or 
capital investment. Profits fluctuate sharply 
over the business cycle so that comparisons are 
valid only if they refer to the same stage in the 
cycle. The absolute volume of profits in itself 
is not meaningful in a discussion of prices. 
Only the profit margin on sales or on invested 
capital is significant for price purposes. 

The relationship of profits to prices is also 
distorted by use of the most profitable companies 
as a standard for ability to absorb cost increases 
without raising prices. A squeeze in profits of 
these companies also means a squeeze on their less 
profitable competitors. The ultimate result of 
such a policy would be to drive out of business 
all but the most efficient producer. Even if it 
were possible to equalize the profit position of 
the most and least efficient producers, the incen- 
tive for increased efficiency would be eliminated. 

Incomplete analysis also underlies the argu- 
ment that "administered prices" are to blame for 
inflation in recent years. The term "administered 
prices" is far from precise, but generally refers 
to quoted prices that do not fluctuate frequently 
and sharply with changes in demand. The seller is 
not at the mercy of an auction market over which 
he as an individual has little control. 

On that basis, most nonfarm prices are admin- 
istered. Since nonfarm prices have accounted for 
most of the price rise since 1951, it obviously 
follows that this is the area of inflation during 
this period. As mentioned earlier in this discus- 
sion, however, the reason for the differential 
performance of prices is to be found in costs and 
in the fact that farm production was not adjusted 
adequately to demand. 

Every seller can "administer" the price of 
his own product or service. He cannot, however, 
administer his combined price -volume- cost -profit 
relationship. Be is primarily interested in maxi- 
mizing his return on investment, rather than 
receiving a stated price. Price is only one fac- 
tor in determining return on investment, as shown 
in the following examples. This is true whether 
the business is large or small. 

In &ample A, the seller's cost picture shows 
a variable cost j/ per unl,t produced of and a 
total dollar fixed cost of at his pres- 
ent productive capacity. His problem is to maxi- 
mize his return on an investment which we assume 
to be $10,000. At a price of $1,000 per unit, he 
can sell 20 units. On this basis, his profit 
before taxes will be $2,000 or 20 per cent on 
investment. At a price of $950 a unit, he would 
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have to sell 24 units to make the same total dol- 
lar profit (assuming that his productive capacity 
is ample to handle the greater volume without a 
rise in fixed cost). In other words, he would 
have to sell 20 per cent more units at a 5 per 
cent lower price, an elasticity factor of to 1. 
Furthermore, his break -even volume would also 
increase 20 per cent (from 13 -1/3 units to 16 
units) by the narrowing in price spread over unit 
variable cost. 

PRICE - VOLUME- COST -PROFIT RELATIONSHIPS 
EXAMPLE A 

UNIT VOLUME WITH 
PRICE OF $1,000 

UNIT VOLUME REQUIRED 
AT PRICE OF $550 

DOLLARS PER UNITS 
OF SALES SOLD 

TOTAL 
UNIT 
DOLLARS PER 

OF SALES 
UNITS TOTAL 

PRICE $1.000 20 $ 20,000 950 24 $22,800 
VARIABLE COST 14 000 18800 
FIXED COST 2 1 -2/3 
PROFIT BEFORE TAXES 83-1/3 2. 

EXAMPLE 8 

PRICE $1.000 20 $20.000 $ 950 22 $20,900 
VARIABLE COST C 450' 9 000 C .. 9.900 
FIXED COST 450 
PROFIT BEFORE TAXES 100 . 2. 

In Example B, the seller's cost distribution 
is different. Variable costs are only $450 per 
unit, but total fixed costs are $9,000. Sale of 
20 units at a price of $1,000 will yield the same 
$2,000 before taxes. In this case, however, only 
a 10 per cent increase in volume is necessary to 
offset a 5 per cent reduction in price, or an 
elasticity factor of 2 to 1. Break -even volume 
would be raised the same 10 per cent. 

It is clear, then, that differential price 
behavior may be related to differences in cost 
structure and in elasticity of demand relative to 
price. Each seller must take into consideration 
his particular price- volume -cost- profit relation- 
ship in setting his price. If he sets a price 
higher than his competitors, the loss of volume 
may more than offset his higher unit margin over 
variable costs. On the other hand, if he takes 
the lead in setting a lower price, he must gamble 
on enough increase in volume to offset the lower 
unit margin. He receives no competitive volume 
advantage if his competitors meet his price. If 
all sellers meet the lower price, they will 
realize lower returns on investment unless the 
total market is stimulated enough to offset lower 
margins. 

Presumably the concern about "administered 
prices" as a factor in inflation is that sellers 
will be able to set higher profit margins for 
themselves. The previous chart on profit margins 
in recent years, however, indicates that profit 
margins have acted as a drag, rather than a push, 
on prices in recent years. 

Conclusion 

The underlying factor in the long -run rise of 
nonfarm prices since 1951 has been increasing 
costs. Price performance has not been uniform 
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among various products and services because of dif- 
ferential cost increase and because of differen- 
tial demand impact on profit margins. The economy 
was not, however, suffering from general excess 
demand in this period. 

This is a different type of inflation than 
that experienced in wars and immediate postwar 
periods. It is more gradual and sustained. It 

leads to different expectations by business and 
consumers and has a different impact on the 
economy. 

Traditional tools to combat inflation 
through restrictive monetary, credit and fiscal 
policies are effective primarily against excess 
money demand. They are also partially effective 
in holding down cost increases, but only at the 
risk of curtailing demand below levels needed 
for a prosperous and growing economy. 

The recent type of inflation can be combatted 
only by holding total payrolls in line with produc- 
tion. Rising production is the only source of 
real purchasing power. Paying out excess dollars 
creates only inflation, not real economic growth 
and stability. 

Footnotes 

Employee compensation includes a small amount 
for unincorporated firms which cannot be seg- 
regated in the national income figures. 

Including employee compensation for corpora- 
tions, which cannot be segregated in the 
national income data. 

Variable costs are those items where total 
dollar costs vary directly in proportion to 
volume. 

Fixed costs are those items where total dol- 
lar costs are the same regardless of volume. 
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APPENDIX TABLE - CHART 2 

PRICES, AND PROFITE PER UNIT OF PRODUCTION 

(PRIVATE NONFARM PRODUCT) 

Total 
Price 

Labor 
Cost 

Other 
Costs 

Net Profits 
of 

Corporations 

Net Income 
of 

Unincorp. 
Business 

( Index 

(1954 :100) 
(Points in Total Index) 

1929 58.2 29.3 17.0 5.6 5.7 

1930 56.9 29.7 17.9 4.2 5.3 
31 52.6 27.5 18.4 1.0 4.5 

32 48.2 25.2 20.4 -2.2 3.3 

33 47.3 24.6 20.3 -2.5 3.2 

34 49.3 25.1 18.5 0.3 4.1 

35 48.8 25.1 17.3 1.6 4.4 

36 48.6 24.4 15.7 2.5 4.6 

37 50.5 26.7 15.6 3.1 4.7 
38 5o.6 26.o 16.7 2.3 4.8 

39 49.9 25.6 15.7 2.8 4.7 

1940 50.4 25.4 15.6 3.7 4.9 
41 54.3 27.4 17.2 3.5 5.5 
42 60.9 32.0 18.6 3.8 6.5 
43 66.6 36.o 19.4 4.2 7.4 
44 68.o 36.1 18.8 4.2 7.5 

45 67.9 35.9 18.8 3;2 8.o 
46 72.8 40.3 18.9 3.5 9.1 
47 81.1 45.o 20.9 5.1 8.2 
48 86.9 48.0 22.6 7.3 8.9 
49 87.6 47.4 23.5 7.1 9.o 

1950 88.8 47.7 26.o 6.5 8.6 
51 94.9 51.3 27.7 6.3 8.9 

52 97.2 53.4 27.9 6;o 8.9 

53 98.7 55.o 28.6 5.4 8.7 
54 100.0 55.6 29.3 5.3 8.9 
55 101.4 55.2 30.2 .6.3 9.o 
56 104.5 58.3 31.5 5.9 8.9 
57 108.3 60.4 32.8 5.7 8.9 

. Includes capital consumption allowances, profits taxes, indirect business 
taxes, net interest, and rental income. Does not include business transfer 
payments, net subsidies of government enterprises to nonfarm business, and 
the statistical discrepancy between measures of income and production. 
Total costs, net profits, and net income of unincorporated business will 
differ from total price by the total of these excluded items. 

Excludes profits and losses from inventory revaluation. 

Source: Indexes computed by the author from Department of Commerce data on 
national income and product. 
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APPENDIX TABLE - CHART 2 

COMPONENTS OF "OTHER COSTS" PER UNIT OF PRODUCTION 

(PRIVATE NONFARM PRODUCT) 

Total Capital Indirect Corporate 
Other Rental Net Consumption Business Profits 
Costs Income Interest Allowances Taxes Taxes 

Points in total price index (1954 =100) 

1929 17.0 3.5 3.6 4.8 4.2 0.9 

1930 17.9 3.4 3.8 5.3 4.8 0.6 
31 18.4 3.0 4.1 5.8 5.1 0.4 
32 20.4 2.6 4.6 6.6 6.2 0.4 

33 20.3 2.0 4.5 6.5 6.8 0.5 
34 18.5 1.5 3.9 5.7 6.7 0.7 

35 17.3 1.4 3.5 5.2 6.4 0.8 
36 15.7 1.2 3.0 4.6 5.8 1.0 

37 15.6 1.4 2.9 4.5 5.9 1.0 
38 16.7 1.8 3.0 4.8 6.3 0.7 

39 15.7 1.8 2.7 5.8 0.9 

1940 15.6 1.7 2.4 4.2 5.7 1.7 
41 17.2 1.8 2.1 4.0 5.5 3.8 
42 18.6 2.1 1.8 4.1 5.3 5.3 
43 19.4 2.2 1.5 4.1 5.4 6.2 

18.8 2.2 1.3 4.3 5.7 5.4 
45 18.8 2.4 1.2 4.5 6.3 4.4 
46 18.9 2.6 1.2 4.1 7.2 3.9 
47 20.9 2.7 1.4 4.7 7.4 4.6 
48 22.6 2.9 1.5 5.4 7.9 
49 23.5 3.3 1.7 6.0 8.3 4.1 

1950 26.0 3.3 1.8 6.0 8.4 6.5 

51 277 3.2 2.0 6.4 8.5 7.6 

52 27.9 3.4 2.2 6.9 9.0 6.4 

53 28.6 3.3 2.4 7.3 9.2 6.4 
54 29.3 3.5 2.7 8.2 9.4 5.5 

55 30.2 3.2 2.9 8.4 9.4 6.4 
56 31.5 3.1 3.0 8.9 9.9 6.4 

57 32.8 3.4 3.4 9.6 10.3 6.1 

1/ See pp.133 -134 of "The Relationship of Prices to Economic Stability and Growth," 
Joint Economic Committee, Oct. 31, 1958. 

Source: Indexes computed by the author from Department of Commerce data on 
national income and product. 
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PRICES, COSTS, AND PROFITS PER UNIT OF PRODUCTION 

(FARM PRODUCT) 

Total 

Price 
Labor 
Cost 

Other , 
Costs 

Net Income 
of Uninc. 
Farms 

Index 

(1954 :100) 
- - - (Points in Total Index) - - 

1929 59.6 7.8 15.5 36.2 

1930 51.3 7.8 16.3 27.4 

31 35.1 5.2 12.5 17.9 

32 26.9 4.o 11.6 11.6 

33 28.1 3.8 10.3 14.9 

34 32.o 5.o 12.1 18.1 

35 42.1 4.7 9.8 30.5 

36 44.4 6.1 11.8 28.0 

37 45.9 5.6 10.0 31.9 
38 37.8 5.5 10.1 24.4 

39 36.6 5.6 10.4 24.3 

1940 39.2 5.9 10.6 26.1 
41 49.8 6.7 10.8 34.6 
42 65.5 8.1 10.9 49.1 

43 81.5 10.9 12.5 60.4 
44 81.4 11.6 13.1 60.0 
45 89.5 12.8 14.7 65.3 
46 104.9 13.9 11.0 82.8 
47 122.8 16.7 14.8 92.o 
48 123.6 15.8 15.8 92.2 
49 105.2 15.7 19.3 70.6 

1950 106.2 13.9 20.3 72.5 
51 130.4 15.5 24.9 90.2 

52 121.0 15.0 25.4 81.6 

53 .107.4 14.4 25.4 68.1 

54 100.0 13.4 25.0 62.5 

55 91.6 12.8 24.6 55.0 
56 90.1 13.1 25.1 54.1 

57 92.6 13.9 27.1 55.8 

1/ Includes capital consumption 
nest; taxes, and net interest. 
corporate profits after tax, 
of government enterprises to 
farm income will differ from 
these excluded items. 

allowances, indirect busi- 
Does not include farm 

profits taxes, and subsidies 
farms. Total costs and net 
total price by the total of 

Excludes profits and losses from inventory revaluation. 

Source: Indexes computed by the author from Department of 
Commerce data on farm income and product. 

- 
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APPENDIX TABLE - CHART 4 

NATIONAL INCOME BY INDUSTRY 

CORPORATE 

(Billions of Dollars) 

1948 
49 

1950 
51 
52 
53 

54 

55 

56 

57 

MANUFACTURING MINING 

Compensation 
of 

Corporate 
Profits 
Taxes 

Corporate 
Profits 
After 

Compensation 
of 

Employees 

Corporate 
Profits 
Taxes 

Corporate 
Profits 
After 
Taxes 

48.6 
46.1 

52.5 
62.4 
67.4 
74.8 
71.1 
78.o 

83.9 
87.7 

7.1 
5.7 

10.9 
14.4 
11.6 
12.4 
9.6 
13.1 
13.2 
12.3 

9.7 
9.6 

9.5 
16.o 

9.5 
9.o 
8.8 

11.9 
11.3 
11.2 

3.54 
3.13 

3.44 

3.91 

4.08 

3.74 
4.06 

4.53 
4.68 

.40 

.26 

.40 

.45 

.35 

.27 

.29 

.42 

.47 

.36 

.97 

.69 

.92 
.90 
.72 

.65 

.69 

.86 

.96 

.82 

TRANSPORTATION COMM. & PUBLIC UTILITIES 

Compensation 
of 

Employees 

Corporate 
Profits 
Taxes 

Corporate 
Profits 
After 
Taxes 

Compensation 
of 

Employees 

Corporate 
Profits 
Taxes 

Corporate 
Profits 
After 
?axes 

1948 10.29 .68 .79 4.12 .58 .81 

49 9.88 .47 .66 4.38 .67 1.06 

1950 10.42 .90 .98 4.62 .94 1.15 

51 11.97 1.04 .84 5.11 1.34. 1.29 

52 12.51 1.02 .81 5.61 1.54 1.44 

53 13.08 .92 .69 6.13 1.72 
54 12.47 .59 .30 6.46 1.78 1.71 

55 13.25 .84 .58 6.85 2.10 1.90 

56 14.32 .82 .51 7.44 2.22 1.99 

57 14.99 .72 .42 7.92 2.34 2.13 

Consist of corporate businesses. Excl. inventory profits and losses. 

Source: Department of Commerce 
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APPENDIX TABLE - CHART 5 

NATIONAL BY 

UNINCORPORATED 

(Billions of Dollars) 

TRADE 

Compensation Income of 
of Unincorp. 

Eiplcrees Businesses 

Compensation 
of 

Employees 

.Income of 
Unincorp. 
Businesses 

Net 
Interest 

1948 26.05 10.06 12.57 6.17 1.37 
49 26.43 9.81 12.95 6.24 1.66 

1950 28.33 9.57 13.82 6.68 2.12 

51 31.23 10.94 15.14 7.01 2.36 

52 32.99 11.20 16.22 7.45 2.72 

53 35.09 10.88 17.30 
54 36.09 10.99 17.96 8.13 3.63 

55 38.62 11.51 19.61 9.38 4.18 

56 41.66 11.35 21.58 9.87 4.81 

57 44.01 11.30 23.17 10.38 5.21 

AGRIC . , 
& CONSTRUCTION 

Compensation Income of Compensation Income of 
of Unincorp. of Unincorp. 

Emplaprees Businesses Employees Businesses 

1948 3.35 18.03 7.44 2.61 
49 3.18 13.19 7.27 2.66 

1950 3.01 14.27 8.35 3.00 
51 3.18 16.63 10.37 3.28 
52 3.22 15.65 11.26 3.51 
53 3.24 13.60 11.80 3.58 
54 3.18 13.03 12.02 3.54 
55 3.23 12.13 12.93 4.00 

3.35 12.02 14.30 4.26 

57 3.45 11.99 14.72 4.50 

J Consist of unincorporated businesses. 

Source: Department of Commerce 
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APPENDIX TABLE - CHART 6 

RATES OF RETURN 

(ALL MANUFACTURING CORPORATIONS) 

1948 

2 
3 

PROFITS AS % OF SALES PROFITS AS OF INVESTED CAPITAL 

Before Taxes After Taxes Before Taxes After Taxes 

11.5 
11.1 
11.0 
10.9 

7.2 
7.0 
6.9 
6.8 

26.8 
25.2 
25.2 
25.2 

16.8 
16.0 
16.0 
15.6 

1949 1Q 9.9 6.1 12.8 
2 8.5 5.2 16.8 10.4 
3 9.5 6.o 18.8 12.0 

9.3 6.0 18.0 u.6 

1950 1Q 10.1 6.2 19.6 12.0 
2 11.8 7.4 24.8 15.6 

3 13.5 7.6 31.2 17.6 
14.9 6.9 35.6 16.4 

* * * * 
1951 1Q 13.5 12.4 6.1 5.6 32.8 32.0 14.8 14.3 

2 12.8 11.7 5.8 5.2 30.4 29.7 13.6 13.3 
3 11.5 10.5 4.7 4.2 25.5 24.9 10.4 10.0 

11.0 10.1 4.8 4.4 25.8 25.3 11.2 10.9 

1952 1Q 9.9 4.2 23.6 10.1 
2 9.2 4.2 22.0 10.0 
3 8.9 4.3 20.7 9.9 

8.6 4.4 22.2 11.3 

1953 1Q 10.0 43 24.9 10.7 
2 10.4 4.4 26.4 11.2 
3 9.6 4.3 23.3 10.5 
4 6.7 4.o 15.8 9.5 

1954 1Q 8.4 4.3 18.5 9.4 
2 8.9 4.7 19.8 10.4 
3 8.2 4.4 17.5 9.3 
4 8.2 4.7 18.3 10.6 

1955 1Q 9.9 5.1 22.3 11.4 
2 10.6 5.5 25.0 13.0 
3 10.2 5.4 23.3 12.3 
4 10.3 5.6 24.6 13.5 

# # 
1956 1Q 10.3 10.2 5.4 5.3 23.4 23.8 12.2 12.5 

2 10.3 10.3 5.5 5.5 23.8 24.2 12.8 13.0 

3 9.0 4.9 20.2 11.0 

4 9.3 5.2 22.3 12.6 

1957 1Q 9.7 5.1 22.5 11.9 
2 9.4 5.0 21.6 11.6 

3 8.5 4.7 19.1 10.5 
4 7.6 4.4 16.8 9.8 

1958 1Q 6.4 3.4 12.9 6.8 
2 6.8 3.8 13.9 7.8 
3 7.8 4.4 15.9 9.o 

* New Series beginning 1Q 1951; # New Sample beginning 1Q 1956. 
(Source: FTC -SEC) 
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AN ECONOMIST LOOKS AT TED; ENGINEERING SHORTAGE 

By: David M. Blank, Columbia Broadcasting System, Inc. 

Surely one of the most popular topics of 
recent years has been the "engineering shortage." 

By some accounts this shortage has been among the 

most serious problems facing the American people. 
When you try to evaluate the validity of these 
fears, however, you find yourself in some diffi- 
culty because there are several different kinds 

of shortage that the viewers with alarm have in 
mind, and the way you go about evaluating the 
existence or magnitude of the alleged shortage, 
much less the evaluation itself, will vary depend- 
ing upon the kind of shortage you are discussing. 

Value- Judgment Shortage 

One very simple kind of shortage that often 
underlies public discussion is based upon a judg- 
ment that the United States "should ", in some 
sense, have more engineers. The judgment is 

often based these days on a comparison with 
Russian output of engineers. Other times it is 

based on a view that this country should devote 
more resources to research and development, 
particularly basic research, and that a lack of 
engineers (and scientists) is holding this effort 
back. 

This view of the engineering shortage is 
closely related to similar views held in other 
fields. For example, a view held by some in the 
housing field is that the United States "needs" 
two million new houses a year, almost double the 
rate at which we have been producing them in the 
last decade or so, in order to make possible the 
kind of upgrading of housing standards that the 
analyst feels ought to take place. A similar 
argument is often raised about the medical profes- 
sion, when it is held that the output of physi- 
cians ought to be X percent higher than it is in 
order that some desired ratio of patients to 
physicians, perhaps that characteristic of New 
York or California, be reached. 

The economist as economist can make only a 
limited contribution to analysis of such a view, 
for in essence, this view is based on a value 
judgment and the economist has little basis on 
which to argue about value judgments. 

However, there are three aspects of the ques- 
tion which the economist can throw some light on. 
In the first place, he can point out that this 
value judgment is at variance with that of the 
market place. And this in itself carries certain 
implications. 

Second, the economist can indicate what the 
results would be if in fact supply increased as 
the shortage- viewer wished, and nothing else 
changed. In the housing field, for example, if 
the two million houses per year were produced, 
they could not be sold unless prices were held 
substantially below cost, and this could not occur 
for any length of time without a government 
subsidy. And if new houses were produced and sold 
at this rate, it would probably result in a col- 
lapse of real estate values. To prevent this, the 
government would again have to provide a subsidy. 

The same kind of reasoning holds for engi- 

veers. In view of the salary experience engi- 
neers have had over the last decade or two, an 
increase in the number of graduating engineers 
of the magnitude sometimes talked about in recent 
years would have created havoc in the profession. 
Presumably even the increased number of engineers 
would have found jobs but at what salaries and at 
what kind of work is another question. Indeed, 
one important contribution the economist can make 
is to point out that those who have wanted to 
increase substantially the number of graduating 
engineers ought, in all fairness, to insure that 
there will be means of satisfactorily employing 
those whom they wish to induce to enter the 
applied sciences. Presumably, the government is 

again the only hope in this direction. 
A third contribution the economist can make 

to a discussion of this kind of shortage is an 
investigation of whether there are aspects of the 
market mechanism which are not working properly. 
For, to the extent that such is the case, the 
inducements produced by the market place may not 
yield a social optimum. 

It is suggested by some" that research and 
development, particularly basic research, is an 
activity that falls into this category. The argu- 
ment is that it is almost impossible for the 
rewards attainable by research to be fully appro- 
priated by the business units performing the 
research. Or, to put the matter in other terms, 
the benefits of research are received by many 
more than receive their direct financial returns. 
To the extent this is so, and there seems to be 
considerable merit to the argument, one can sup- 
port on economic grounds substantial investment 
by the government in research. 

Price- Control Shortage 

A second kind of shortage occurs when there 
are restraints placed Upon the operations of the 
market, so that price is not permitted to equate 
demand and supply. This sort of shortage, with 
which economists are most familiar, characterizes 
periods in which price (or wage) control is exer- 
cised by the government and prices are deliber- 
ately kept below equilibrium levels. Under such 
conditions, demand exceeds supply, at prices 
current in the market, and direct or indirect 
rationing of some form performs the rationing 
function of free market prices. 

Closely allied to this kind of shortage is 
the market situation in which demand is charac- 
terized by monopsony, for while there is no excess 
demand in this situation, market prices remain 
below free market equilibrium levels. 

Neither of these situations is of major sig- 
nificance in the market for engineers. There is 
no general control of wages in the engineering 
field, such as there was during World War II. Nox 
is there any single dominant purchaaer of engi- 
neering services who could exercise substantial 
monopsonistic power; the largest single private 
employer of engineers probably does not employ 
more than two or three percent of the profession. 



The closest we can come to the existence of 

wage control is the power the Defense Department 
possesses in the supervision of defense contracts, 

particularly in cost -plus -fixed -fee contracts 
characteristic of research and development pro- 
grams. In the latter case, the Defense Department 

has the obligation to review all wage and salary 
schedules. 

There is no clear evidence, indeed little 
evidence at all, that the power of the govern- 
ment over salaries of defense contractors has 

ever been exercised in a manner which has 
resulted in salaries in defense industries 
lagging behind salaries in other industries, or 
indeed, behind levels that would have been reached 
without such review. In fact, there is some cur- 

rent complaint of just the reverse, at least from 

universities, the complaint being that government - 
financed salaries are unduly high so that resources 
are being drained away from other, more socially 

valuable, activities. 
But there is a serious question as to whether 

such control, even if effective, would really 
involve any generalized form of shortage. For the 

government, after all, supports directly or indi- 
rectly only a fraction, albeit a substantial one, 
of the applied scientists in the United States. 
If, in fact, the government had exercised its 
powers in a manner which seriously limited engi- 
neering wages in defense industries, defense 
contractors would find themselves unable to com- 
pete with other employers of engineering skills. 
But is such a condition a general market shortage 
or merely an unwillingness on the part of one 
employer to meet market prices? And surely the 
solution to this problem would be simply to per- 
mit engineering wages to rise in defense 
industries so that contractors could compete once 
again in the, market place. 

Domestic Servant Shortage 

A third kind of complaint of shortage, and 
the one most often encountered in free labor mar- 
kets, occurs when demand increases relative to 
supply, at the salaries paid in the recent past. 
"Then salaries will rise and activities which once 
were performed by (say) engineers must now be per- 
formed by a class of workerstpo are less well 
trained and less expensive" 

The complaints of shortage in this situation 
are usually from consumers of the product or ser- 
vices whose demand is marginal in whole or in part, 
that is, who find it unprofitable or undesirable 
at the new higher prices to continue to purchase 
the commodity or service. To these consumers, a 
shortage has developed, and the evidence is that 
they are no longer purchasing the commodity or 
service in the amounts to which they have been 
accustomed. The most common example of this kind 
of complaint is the servant shortage about which 
there has been so much talk for more than half a 
century. 

If this type of shortage has characterized 
the market for engineering services, one would 
expect to find the salaries of engineers to have 
risen, after adjustment for price changes. What 
kind of price adjustment to make in this situation 
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is difficult to determine, but one reasonable 
technique is to use changes in salary levels of 

occupations in which there is no claim of short- 
age. When this is done, we find that engineering 
salaries in recent periods have been substantially 
lower, relative to salaries of other professions 
as well as to the labor force as a whole, than 
they were two or three decades ago. Even in the 
last decade there is little evidence of any marked 
improvement of engineering salaries relative to 
those of other occupations. There is some evi- 
dence, however, of a relative rise in engineering 
salaries around 1951 and 1952, when the effect of 
the defense program engendered by the Korean War 
was at its peak, and again around 1956 when the 
capital investment boom was at its peak. 

In summary, the modest relative increases in 
engineering salaries since the late Forties, when 
the fear was that there were too many engineers, 
casts considerable doubt on the existence of a 
shortage of the magnitude that is implicit in 
much recent and some current discussion. 

On this note, let me conclude with a brief 
quotation from a let r sent to me by an eminent 
engineering educator concerning the market for 
engineers. This educator stated, in part, that: 
"while there is a shortage in many categories of 
the labor force, ...[he] ...doubted that the engi- 
neering shortage was more severe than in other 
areas, such as skilled technicians and nurses... 
[He] also pointed out that approximately one- 
third of the young men entering college these 
days were heading towards engineering and science, 
and this was not an unreasonably small proportion, 
because we also need people to do other things 
than engineering and science... [Finslly he] noted 
that young engineers are widely used for sales and 
service work, where their engineering is used only 
as a background. If there was really a critical 
shortage of engineers to do technical work, [he 

argued] wage rates would adjust themselves so that 
the technical jobs would pay more than the quasi - 
technical, which is not the case... [His] conclu- 
sion based on these and other similar points was 
that it seemed that the seriousness of the short- 
age of engineers and scientists was probably 
overrated, and that while engineering was a good 
career for those who like this type of work and 
have the necessary qualifications, young people 
should not rush into engineering merely because of 
the propaganda about a shortage, or because they 
think it is a short cut to riches." 

A. A. Alchian, K. J. Arrow and W. M. Capron, 
"An Economic Analysis of the Market for Scien- 
tists and Engineers ", The RAND Corporation, 

1958, pp. 68 -71. 
David M Blank and George J. Stigler, The Demand 
and Supply of Scientific Personnel, National 
Bureau of Economic Research, 1957, p. 24. 

3/ F. E. Terman, Dean of the School of Engineering, 
Stanford University. 
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SHORTAGE OF SCIENTIFIC PERSONNEL AS SEEN IN GOVERMENT 

BY: Thomas J. Mills, 

When the inevitable day on which I tried to 
put together some random thoughts for this paper 
arrived, this speaker was appalled. A session 
and a subject which sounded so attractive in July 
from the honeyed lips of the program arranger, 
Professor Hauser, suddenly presented all kinds of 
difficulties. The topic, as presented on the 
program, appeared much too broad to be adequately 
covered by a representative of a minuscule agency 
with a rather narrowly specialized interest in 
Government personnel. I therefore determined to 
exercise a speaker's prerogative and to select 
for my discussion those limited segments of the 
topic with which I am most familiar rather than 
attempt a balanced presentation. These deal with 
the Government first as an employer, and next as 
an instrument through which public policy becomes 
expressed. 

While most of this audience is generally 
aware of the fact of "Big Government's" influ- 
ence on employment of scientific manpower, re- 

cital of a few measures may serve to frame our 
subsequent remarks. Unfortunately, our statis- 
tics relate almost entirely to the Federal Gov- 
ernment. Data on the hundreds of scientists and 
thousands of engineers employed by State and 
local governments are almost entirely lacking. 
(Parenthetically, this situation should not last 
much longer; a National Science Foundation spon- 
sored survey will be undertaken by the Bureau of 
Labor Statistics to secure data from a represent- 
ative sample of State governments at least with- 
in the coming year.) 

The Federal Government is the direct employ- 
er of approximately 140,000 civilians in its en- 
gineering, physical sciences, biological sci- 
ences, and mathematics and statistics job series. 
About 100,000 of them are considered to be pro- 
fessionals as distinguished from engineering as- 
sistants, laboratory helpers, and other support 
personnel. They are engaged in all types of 
scientific and other activities with about one 
third of the professionals engaged in research 
and development. Most of them are employed in 
the three military departments, or in such civil 
departments as Interior, Agriculture, and Com- 
merce. Their professional duties cover the 
widest possible range from research and field 
exploration through development, testing, teach- 
ing, technical writing, contract and procurement 
supervision, weather forecasting, production, 
etc., to management and administration. They are 
stationed in all States and in many foreign coun- 
tries. 

As a direct employer of scientists, the Fed- 
eral Government employs about one in every six. 
Their fields of specialization reflect the areas 
of public concern: the extent to which Govern- 
ment is a major employer measures alternative 
employment opportunity. For example, about two 
out of every three meteorologists are employed by 
Government, but only about one in every 20 chem- 
ists is so employed. About one out of every 

National Science Foundation 

12 -15 engineers works directly for the Federal 
Government. It can readily be seen that condi- 
tions of Government service are a major determi- 
nant of salary scales and working arrangements of 
American scientists and engineers. 

Another aspect of Government service worthy 
of comment is its character of a "closed system." 
Many of its employees will be continuously em- 
ployed in Government, while changing agencies for 
which employed. Government service is apparently 
attractive to many who are perhaps overly impress- 
ed by its job security aspects; others are at- 
tracted by its less competitive character; still 
others are influenced by its unique opportunities 
for research. will spend their working 
lives in Government service without ever serious- 
ly considering alternative employment. All of 
which suggests that the working conditions under 
which Government scientists and engineers are em- 
ployed do not have to be strictly competitive with 
outside employment in terms of financial rewards, 
since the jobs themselves do not compete in the 
view of many Government scientists. (The "closed 
system" characteristics should not be over- 
emphasized, and may well be less influential with 
the scientists than with others. The increase in 
scientific personnel in Government, and the grow- 
ing intercourse between Government and industry 
and university scientists will tend to reduce this 
situation over time.) 

Salarywise, the averages usually show the 
Government scientist as commanding more than the 
university and college faculty scientist, but less 
than the industrial scientist. The averages ob- 
scure experience, training, quality, and differ- 
ing kinds of responsibility. This is another area 
sadly in need of better statistical measures. 
Available fragmentary evidence shows beginning 
Government salaries lagging behind industrial- - 
although approaching them in selected fields where 
special incentives have been authorized. For 
positions at the higher levels of responsibility, 
Government does not try to compete seriously in 
salary terms with private industry. A recent sur- 
vey by the Engineers Joint Council, for example, 
shows engineers' salaries at the top decile as 
$16,300 after 20 years of experience. Only a 
handful of Government engineers- -less than one 
percent - -will have attained after 20 years even 
the GS -15 grade, which commands a $12,800 -414,000 
salary range. 

There are, of course, no quantitative meas- 
ures of shortage of scientists and engineers in 
Government. Rather the supply - demand situation 
must be deduced from job openings, recruiting 
difficulties as found in testimony of personnel 
officers, non -existence of names on employment 
registers, adoption of new recruiting methods, 
quality of recruits, establishment of incentives, 
etc. Since there are not direct measures, it is 
not deemed particularly profitable to review pos- 
sible definitions of shortage in order to select 
an appropriate one in the economic sense. If we 



have not satisfactory measures to evaluate an 

ideal definition, it may be more enlightening to 
note some of the bits of evidence while devoting 

most of our energies to development of better 

basic data. 

In terms of the ability of Government to 

fill existing science and engineering positions, 

the present shortage situation seems less severe 

than has been true for the past several years. 

The business decline of 1957-8 did not result in 
appreciable lay -offs of industrial scientific and 
technical personnel, but it did decelerate new 
recruiting. At the same time larger graduating 

classes have increased the supply of newly train- 
ed workers, for whom competition has been espe- 
cially severe. Furthermore, salary differentials 
in the hard -to -fill classifications and a general 
10 percent salary increase in 1958 were important 

factors in recruiting and retention of Government 
scientists. New recruiting methods and incen- 
tives, some of them long standard in industry, 
are contributing to putting Government in a bet- 

ter competitive position. Such factors include 
use of paid advertising, payment of transporta- 
tion expenses, campus recruiting, etc. 

Interestingly enough, the present business 
recovery is already displaying some signs of 
making the Government's scientific personnel 
problem more serious. Industrial salaries con- 

tinue to increase; campus recruiting in 1959 will 
likely be back at 1956 -57 levels. Currently, the 

new National Aeronautics and Space Agency is ex- 
panding and reports some difficulties in recruit- 
ing scientists and engineers at even its "super - 
grade" levels, i.e., at salaries of $19,000 to 
$21,000. 

Before leaving the topic of Government em- 
ployment, mention should be made of certain re- 
porting developments, which may well improve our 
information in this area. One of the few hopeful 
results of a series of committees and activities 
immersed in problems of Government scientific 
personnel over the past few years has been recom- 
mendations for periodic reports by the so- called 
"Young Committee " - -The Committee on Scientists 

and Engineers for Federal Government Programs. 
The Office of the President's Personnel Manage- 
ment Advisor has been instrumental in urging the 
ado tion of some of them. Within the past few 

hs the Civil Service Commission and National 
Science Foundation have developed a roster of 
scientists and engineers in Federal service, 
which should produce at least annual data on mum - 
bers, specialties, training, functions, level, 
etc., for those in the higher grades. Another 
development has been the review of data require- 
ments by an interagency group of data consumers 
and producers. While it is too early to evaluate 
this review, it shows some promise of leading to 
a reasonably comprehensive body of data on Federal 
scientific personnel in terms of types, functions, 
accessions, separations, etc., in the not too 
distant future. 

In addition to its concern for direct em- 
ployees, Government is expected to assume the 
broader role of assuring that adequate personnel 
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resources are available to carry out those activ- 
ities in science and engineering which are deem- 
ed important. Whether we like it or not, the 
American people have accepted as a basis for ac- 
tion the conclusion that we face a serious and 
continuing threat to our existence as a free 
Nation. A threat, once considered primarily a 
military one, is more and more being accepted as 
a political and economic one as well. Our posi- 
tion of leadership in science and technology is' 
challenged: Government, as the instrument 
through which public policy is expressed, is 
looked to for leadership in new and unfamiliar 
areas. 

A heartening result is the prompt develop- 
ment of certain governmental programs which are 
already showing results. The classic debate on 
Federal -State relations in the field of education 
is disregarded. Under the threat of foreign dif- 
ficulties, the Defense Education Act passed the 
Congress this year with scarcely a seriously ex- 
pressed qualm that the Federal Government might 
detrimentally interfere with education in efforts 
--as the law states - - "to insure trained manpower 
of sufficient quality and quantity to meet the 
national defense needs . " Even before this 
legislation, Federal appropriations to the Na- 
tional Science Foundation, the National Insti- 
tutes of Health, the Atomic Energy Commission, 
and other Federal agencies were having a signifi- 
cant impact on education. A democracy can act 
promptly; under stróng stimulus, the dogma of a 
hundred years has been swept aside. 

The Federal education support program has 
been preceded by the phenomenal growth of Govern- 
ment support of research and development. Fed- 
eral expenditures for this activity will exceed 
$5 billion this year; as recently as 1950 the 
total was little more,than $1 billion. Most of 
these funds support industrial R & D, although 
significant amounts are expended through univer- 
sities and other non -profit organizations. 

Finally, public concern with the progress of 
science and technology is reflected in the spec- 
tacular achievements in missile and satellite 
developments and in programs designed to organize 
Government to emphasize more effectively particu- 
lar branches of science. Millions more than ever 
called upon the gods of mythology follow the 
progress of their namesakes in Jupiter, Juno, 
Atlas, Hercules, Nike, Thor, etc. We eagerly 
listen for favorable news of our Explorers, 
Vanguards, and Space Probes. A Government agency 
is reorganized and becomes the National Aeronau- 
tics and Space Agency. These and other actions 
are indicative of an emerging public policy which 
holds that science and technology must be 
strengthened. 

All of these developments have necessarily 
focused attention on the demand, supply and train- 
ing of scientific personnel. The public official 
is overwhelmed with opinions, generally unsupport- 
ed by quantitative facts, as to the availability 
of engineers. A cut back in an experimental 
missile program and accompanying plant layoffs are 
seized upon as evidence of a surplus of technical 
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personnel. An unprecedented volume of help wanted 
ads is dismissed as company advertising at the 
expense of the taxpayer. The problem is stated 
as one of labor hoarding and poor utilization. 
At the same time, fragmentary indicators show new 
engineering graduates are able to command sub- 
stantial salary differentials over their fellow 
graduates in non -technical fields. Increasing 
numbers of job orders for engineers appear in the 
public employment offices, not exactly the tradi- 
tional medium for placement of engineers. Sur- 
veys of employer hiring expectations continue to 
show openings which it is expected can not be 
filled. Salary rates continue to drift upward. 
In this melee of opinion and part truths, it re- 
quires indeed the wisdom of a Solomon and the 
leadership of a Moses to sort out the facts and 
formulate the appropriate program. 

It is refreshing that a few statistical 
measures, which throw some light on the demand - 
supply situation of recent years are now becoming 
available. Preliminary findings of a sample sur- 
vey by the Bureau of Labor Statistics show an in- 
crease of about 112,000 engineers and S5,000 
natural scientists in industrial employment be- 
tween January 1954 and January 1957. (This total 
increase of 167,000 scientists and engineers in- 
cluded about 65,000 reported in the function of 
research and development.) During this same 
period about 70,000 baccalaureate degrees in en- 
gineering were awarded according to U. S. Office 
of Education data. In other words the employ- 
ment of professional engineers by industry in- 
creased by 12,000 more than the additions to the 
supply through normal training channels without 
any allowance for death, retirement from the labor 
force, etc. Nor can the excess be assumed to have 
been drained from competitive employments. wag - 
mentary-- again -- evidence indicates that both 
public and educational institution employment of 
engineers slightly increased during this period. 
We conclude that industry continues to upgrade 
technical personnel into engineering jobs, even 
though the emphasis over the past 20 years has 
been on recruiting the more formally trained en- 
gineer. It is further hazarded that this condi- 
tion has been forced upon industry through in- 
ability to recruit graduate engineers in the num- 
bers sought. 

Public policy has accepted the premise that 
scientific training should be expanded and its 
quality improved. The answer to the question of 
"how much" is still debated. At one extreme are 
those who believe there are vast resources of un- 
exploited talent which should be so trained. No 
over supply of trained engineers is feared, since 
such training is considered useful in many pur- 
suits and --as they say - - "why be concerned that 
training in engineering ought to lead to employ- 
ment in engineering when we do not hold forth a 
similar standard for majors in history, lan- 
guages, or literature." On the other hand are 
those who sincerely feel that an adequate expan- 
sion in numbers will be attained through normal 
population growth, and that maintenance of qual- 
ity training is most important. In between are 
those who fear overemphasis on technical training 
at the expense of other occupations. Say they, 

"True we need qualified engineers, but we also 
need high quality teachers, statesmen, social 
scientists, etc." It is in this welter of opin- 
ion that a Government department proposes a pro- 

gram to expand training, the Budget Bureau im- 
poses a further judgment, and the Congress dis- 
poses. 

We are all generally aware that a compli- 
cating factor in the production of scientific 
personnel is a long "lead time." Secondary 
school curricula now virtually require a deci- 
sion in favor of scientific training in the ninth 
or by the beginning of the tenth grade, if col- 
lege entrance deficiencies are to be avoided. 
Add a four year college course for a total of 
seven years for a minimal professional training. 
If graduate work leading to the Ph.D. degree is 
pursued -as is increasingly necessary in the 
basic sciences especially -- another -5 years is 
required. It seems reasonable to conclude that 
the junior high school years are the critical 
ones from the standpoint of the supply of newly 
trained scientific personnel becoming available 
some 7 -12 years later. Implications for Govern- 
ment programs are serious. When such usual auto- 
matic controls, as prospective salaries, iùnate 
inclination, social status, prestige, etc., be- 
come subordinated to Government policy in voca- 
tional choice, it becomes especially important 
that Government exercise the greatest wisdom in 
its appraisal of requirements a decade in the 
future. 

In concluding these rather disjointed re- 
marks, certainly the scientific and technical 
occupations have been growing at tremendous 
rates, although not evenly in all fields. We do 
not know the extent of present shortage, if one 
can be said to exist. But perhaps this is not 
the relevant question. From the standpoint of 
Government, the critical question relates to the 
future. It centers on the likely future require- 
ments for scientists and engineers in terms of 
programs public policy accepts as important. It 
asks what is likely to be our supply on the basis 
of demographic trends, training facilities, al- 
ternative opportunities, etc. The gaps between 
these estimates 10 years or more in the future 
should be the measure of public concern and the 
basis of remedial Government programs. It is in 
this area that the Government is currently most 
concerned and in need of the tools which will 
permit development of better measurements. 
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THE PROBLEM FROM THE STANDPOINT OF THE SCIENTIST AND TECHNICIAN 

By: M. H. Trytten, National Academy of Sciences 

In commenting on the topic which is the 
theme of this symposium from the point of view 
of the scientist and the engineer, it should 
perhaps be noted at once that the question of 
numerical shortages in these professions is 

somewhat alien to their typical attitude to- 

wards their professions. The typical scien- 
tist, and to some extent the engineer, seldom 
thinks in quantitative terms about the members 
of his profession. In spite of the trend 
towards team research and towards massive 
research programs involving highly organized 
groups, the scientist is even yet fundamentally 
a lone worker. His job is a highly personal 
one to him. As a consequence, the differences 

among scientists are more important than the 
similarities. These differences relate to 

personal competence, personal specializations, 
personal working habits and personal tech- 
niques. The scientists is much more inclined 
to think in terms of individuals and es- 
pecially the outstanding contributors than in 
mass or quantitative terms. The scientist knows 
too well that the top 100 scientists can out - 
produce the next 100 by a substantial factor. 
Hence, he is much more conditioned to worrying 
about quality than he is about quantity, and 
this is particularly true about the leadership 
among the scientists. 

It seems important to begin this discussion 
in this way because the question may well be 
whether one should look at this matter as a 
statistical problem in which one seeks the most 
accurate means of relating our needs or our 
demands for personnel in these caEgories 
against supply or whether one examines the 
evolution of technology as a process of the 
whole. 

In approaching the question in this 
fashion I assume we are not mainly concerned 
with the instantaneous relationship between 
supply and demand as of January 1, 1959, about 
which one can not affect the emerging dis- 
crepancies too greatly, but about the situa- 
tion which would appear to be confronting us 
some time in the future when those now at 
various stages in the educational process 
emerge to play their parts in the evaluation 
of science and in the maintenance and develop- 
ment of our technology. The significance of 
this question lies mostly in its future im- 
plications. 

To the scientist, the process of the 
evaluation of scientific discovery is more 
a natural point of departure. To the 

economist the ebb and flow of economic forces 
play a more dominant role in his thinking and 
no doubt this point of departure leads to the 
statistical approach. Neither of these is 

adequate alone in understanding the forward 

movement of technology and in deducing what 
the future may hold in respect to the relation- 
ship between our future supply and our future 
needs for scientists and engineers. 

One thing seems clear. As a nation we have 
moved definitely far away from the pre -world 
War II position in which the beneficént pro- 
cesses of our society were dependent upon 
to supply adequate personnel resources in these 
fields. Since World War II we have moved far 
toward subsidies for individuals and institu- 
tions by private and public moneys to stimulate 
the flow of personnel in these categories. 
It is becoming more imperative that we somehow 
shall be able to understand the underlying 
dynamics of both supply and demand. When we 
attempt to buy up the difference between 
supply and demand we are more likely to be 
concerned about quantitative evaluation of the 
deficit between the two. 

The scientist is, as indicated above, more 
likely to be aware of the dynamic character of 
scientific discovery not only in leading to 
economic exploitation of the new discovery but 
in the uncovering of new areas of scientific 
investigation. The rich discoveries of the 
Elizabethan era probably resulted from no 
discernible economic motivation but did lead 
to the evaluation of the basic structure of 
science. The discoveries of Oersted and the 
subsequent invention of the motor and the 
dynamo probably were events in which economic 
motivations were inconspicuous. Yet modern 
technology is, to a large extent, based on these 
two instruments. The electrical engineers and 
technicians needed in their production, use, 
and improvement are legion. 

Similarly the vacuum tube, the vacuum 
pump, the processes of fission and fusion, and 
innumerable others are similarly cases in 
point. Additional examples from every field 
of science can be adduced. 

None of these developments was unaffected 
in their rate of development by economic con- 
siderations and more recently by political con- 
siderations. But each possessed a dynamic 
impetus intrinsic to itself. The mere exist- 
ence of a new discovery opens up areas of dis- 
covery, on the one hand, and opportunities 
for application to commerce and industry, on 
the other. Some of these latter opportunities 
are so attractive that exploitation occurs 
whether the economic climate is generally 
favorable or not. 

Scientists are aware, too, of the in- 

sistent demands of a growing technology for in- 
formation which has not yet been uncovered. 
This, too, is one of the underlying dynamic 



forces which contribute to the expansion of 

technology. In recent years this factor has been 

of growing importance as a factor. Examples are 

numerous. The petroleum industry has resorted 
to more and more scientific methods in petro- 
leum exploration and in the processing of petro- 
leum. Born of necessity the resulting informa- 

tion has had significance beyond the problems 
which gave rise to the new knowledge. High 

temperature metallurgy called for by the 
developments in nuclear technology and jet pro- 
pulsion is another case in point. Similar cases 

abound in the mathematics of complex wave 
structures and supersonic shock waves, in the 
researches related to the major medical problems, 
in nuclear chemistry and a host of other fields. 

One more consideration is becoming more 
insistent in its effect on the technological 
activities of our own country in particular, 
but on others as well. This is the regenerative 
phenomenon in which technological developments 
create technological problems which must be 
solved if our society and its scientific activ- 
ities are not to choke themselves to death. 

Examples of this also abound and are more or 
less obvious on the face of events. Growth of 
population and of communities, of transportation, 
of communications, and all the phenomena of ex- 
pansion present massive problems. The road 

network now evolving has made civil engineers a 
shortage category, but also presents intricate 
engineering problems in traffic control, in 
the design and structure of roads and a host 
of satellite problems of a social, economic and 
political nature, as well as a technological 
one. The growth of the information corpus 
presents new and massive problems in the 
storage, analysis and retrieval of information 
which again must rely on technology for their 
solutions. The logarithmic rate of increase 
in our demands on food, fiber, minerals, and 

water are foreshadowing problems in the supply 
of raw materials for our civilization, which 
will no doubt also grow logarithmically in 
their demands for scientific and technical 
effort and for appropriate personnel. We are 
even now changing from a "have" to a "have not" 
nation in respect to certain key commodities 
and raw materials essential to our industries, 
such as iron ore, and other metals. These 
shortages create the need for much research to 
reduce to the minimum our dependence on lines 
of supply which are vulnerable and may be in 
jeopardy at some future critical time. 

This is by no means a catalog of the in- 
trinsic factors which are inherent in science 
and its environment and which contribute to the 
expansionist tendencies of science. They 
should, however, indicate that these factors 

exist. It is quite apparent that they are 
powerful in the determination of the level of 
demand which will probably exist in the future. 
It should also be apparent that as yet there 
is no good statistical method of measuring 
them. 
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Any judgment amounting to a quantitative 
assessment of future manpower needs must find 
a way to grapple with these intrinsic dynamisms. 
They may be said to be those dynamic attributes 
of science which because scientific information 
exists, further technological efforts arise to 

utilize it. 

More recently, two new motivations have 
arisen which lead substantially to increased 
activities in these fields. Because scientific 

information is now more generally considered 
to be of eventual benefit and economically 
profitable, industry has progressively become 
more research minded, and in increasing cases 
is willing to support research and development 
as a venture. Whether the research supported 
is basic or applied, programmatic or purely 
exploratory is less likely to be a matter of 
concern. The net effect is an increased stimulus 
to the growth of research laboratories, the 
creation of new knowledge, and hence the stimula- 
tion of the growth of technology as a whole, and 
consequently greater demands for personnel. 

The other development is the extraordinary 
increase in the use of public money in the 
support of research and development, some of 
it obviously to serve specific military ends 
and purposes, some for the general welfare, 
some for the augmentation of the personnel 
resources and the increase in the rate of 
research itself. 

These new developments create a new problem 
in the measurement of our future requirements 
because fundamentally the motivations in these 
two cases arise from policy judgments made by 
scientific laymen (in boards of directors, in 
the Government, both in Congress and the execu- 
tive branch) and may at times be subject to 

fluctuations in response to gross economic and 
other changes in the climate of research support. 

From what has been said, it might seem 
that the necessary conclusion is that the pre- 
diction of the course of technology and of 
science is a vain hope. It is true that we 
do not yet know how to assess the future impact 
of a given discovery, such as, for example, the 

practical use of semi- conductors in research 
and in industry. We know the transistor has 
been a powerful instrumentality and its applica- 
tions are in their infancy. But no one in 1840 
could have foreseen the manifold uses of the 
dynamo and the motor and their effect on later 
technology. No one could have ìoreseen the 
development of electronics following Dr. 
Forest's invention of the three electrode 
vacuum tube. No one could have foreseen the 
nuclear powered submarine following the dis- 
covery of nuclear disintegration. 

And yet the growth of technology has a 
remarkable consistency when viewed as a whole 
historic movement. Whether one views one of 
its indices or another the characteristics are 
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similar. The growth of technology and its 
underlying scientific structure is logarithmic. 
Even as far back as the days of steam power, 
and before electrical power took over, capital 
investment in steam power installations approxi- 
mately doubled every ten years. The rate of em- 
ployment of scientists and engineers has follow- 
ed a logarithmic curve. The rate of production 
of persons trained in these technical special- 
ties follows a similar curve. The production 
of persons trained to the doctorate in our 
country has increased roughly seven per cent 
per year for many decades, with interruptions 
only for major events such as World War II. 

It seems likely that an adequate analysis 
of these past trend lines might lead to some 
understanding of the major determinants of 
growth, and of the limiting factors. These may 
turn out to be the per cent of the gross 
national product allocated to supporting 
certain types of scientific or technical 
activities. The limiting factor may be person- 
nel. It may indeed be personnel of a special 
creative type. The role of a particular limit- 
ing factor may historically be more dominant 
at one period than at another. 

Perhaps this discussion would not be com- 
plete without introducing one somewhat philosoph- 
ical element. Assuming that in the long run the 
well -being of our scientific and technological 
effort will depend mostly on its cutting edge - 
its creative research scientists and its 
inventors and innovators - should every effort 
be made to search out, train and support such 
persons. Should we have conscious policy that 
we can never have too many of such persons 
actively engaged in the exploration on frontiers 
of science? Certain countries in the world 
appear to be following such a policy now. In 

our own country there has been a tendency to 
move in this direction. Obviously, the more 
we approximate such an accepted policy the 
more rapidly we are likely to accelerate the 
growth of our scientific knowledge and the 
technology on which it is based. 

As one looks at this matter, therefore, in 

perspective both looking forward and backward 
in time, it would seem probable that our 
scientific evaluation and its technological 
associated development are from their very 
nature going to expand at least as rapidly as 
in the past. To a large extent this will be 

due to the explosive growth of scientific 
knowledge. It has recently been estimated 
that this knowledge increases presently at the 
rate to double every nine years. Not only will 

this momentum continue, but this knowledge it- 
self will exert continuous pressure to increase 

activity in both basic and applied science. 

The relatively new factors of political, 
economic and military interest should add im- 
petus to this rate of development as they have 
since World War II especially. 

The two emerging problems which will in- 
creasingly preoccupy attention and stimulate 
technical effort are, first, the problems 
arising from the increasing needs of our 
society for energy, raw materials, water and 
other resources, and second, the self- induced 
problems of an increasingly massive tech- 
nology. 

With respect to the first, there is in 

the long run no solution except through 
research. We shall increasingly be concerned 
with augmenting water resources, creating new 
substitute materials, new energy sources, and 
in more shrewdly using and controlling the use 
of what resources we do have. 

In respect to the second, we shall be 
more concerned with storage, and retrieval of 
the massive flow of information arising from 
our scientific efforts in all fields of in- 
vestigation. We shall be more concerned with 
problems of land use, highways and their 
effects, transportation channels, the effects 
of new technologies such as radiation hazards 
and high altitude and other novel environments, 
with relatively unsolved scientific problems 
of new areas of the globe, such as the tropics 
and the high latitudes, and with the new scien- 
tific problems associated with supersonic speeds, 
high temperature and low temperature, high 
pressure and other new realms of phenomena in 
which practical technology is now concerned. 
Most of these new problem areas are not 
linear but logarithmic in respect to the ex- 
ploratory efforts which they will require. 

One other facet of this matter should be 
discussed. This relates to the relationship of 
the individual in our society, to his scien- 
tific and technological environment and to his 
degree of familiarity with and understanding of 
the society in which he lives. This again 
points to the kind of education he receives in 
his school and college days. 

It is quite possible for a person to live 
and be happy with no knowledge of science. But 
it is also possible to live and be happy with 
no knowledge of Greek and Latin, of the 
Renaissance, and even of the nature of modern 
society. But we generally assume that an in- 
telligent citizen should be educated both for 
the sake of his own richer life, and so that 
he can function as a responsible citizen in a 
democracy. But we are by no means agreed as to 
the ingredients of his education. 

This much is, however, obvious. The world 
into which young people emerged from their edu- 
cational experience even as late as a generation 
ago differs from the present world perhaps more 
than the world of 1920 differed from that of 
many generations prior to that time. Assuming 
that education should be relevant to the world 
in which the student emerges, it would seem 
that education should have changed accordingly. 



I presume that no one would seriously argue 
that it has. Most of the difference between 
life a generation or two ago and today is 
either technological in nature or caused by 
technology. Presumably the new importance of 
this aspect of life should have been apparent 
in a revised educational program. 

There has been much concern over this 
matter recently as evidenced by massive 
studies aimed at improved curricula in certain 
sciences, legislation such as the Defense 
Education Act and discussions in the press and 
in other settings. However, most of the con- 
cern has been focused on pre -professional 
training. 

The relevance of this point here is that 
probably no single change in our demands for 
personnel at home in the sciences could 
present such massive requirements for properly 
trained personnel as would a wholly adequate 
curriculum in the sciences at elementary, 
secondary, and college levels. 
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In summary, the scientist and the engineer, 
while becoming more conscious of the statis- 
tical aspects of the growing demands of our 
society for more persons trained in their 
disciplines, are much more conscious of the 
need for quality. They are primarily in- 
terested in the functioning of persons in 
their disciplines as individuals and are 
aware of the great difference between in- 
dividuals in the contributions they may make. 
But they are aware also of the evolution of 
science and technology as a phenomenon with 
its own intrinsic pressures for expansion 
and growth. They are aware of the new and 
expanding role, and the increasing challenges 
to science lying just ahead. If science and 
technology are to continue to grow adequately 
to meet these challenges, undoubtedly the aware- 
ness of the layman of science must continue to 
grow. This is why scientists generally are be- 
coming much more concerned over education, not 
only for prospective students in these 
specialties, but for the layman as well. 



208 

ON OBTAINING AN ANSWER IO THE QUESTION! "IS THERE A SHORTMF, OF SCIENTIFIC AND ENGINEERING MANPOWER ?" 

By: Philip M. Hauser, University of Chicago 

The advent of Sputnik about a year ago 
shocked a United States, unprepared for the e- 

vent, into a number of frenzied reactions. Two of 

these reactions bordering on the hysterical, were 

glaring non -sequiturs in respect of the quality of 

U.S. education and of the supply of U.S. scien- 

tists and engineers. The USSR presumably achieved 

its triumph in space rocketry because U.S. high 

school and college training had gone "soft" and 

did not match Soviet educational standards; and 
because the U.S. did not have enough, as well as 

not able enough, scientists and engineers. 
The USSR achievement certainly was based on 

Soviet strength, rather than U.S. weaknesses. 
The failure of the U.S. to be the first in space 

rocketry as in many other scientific and engin- 
eering developments could conceivably be, and 
probably was, not an indication of inferior U.S. 
education or of shortages in scientists and en- 

gineers but, rather, a manifestation of the way in 
which these human resources were allocated. Our 
scientists and engineers were busy on other mat- 

ters- including ways and means of cramming more 
horsepower, more chrome and longer fins into and 

onto automobiles. 
To the pressure for more and better informa- 

tion about scientists and engineers generated by 
the contrast between U.S. and USSR achievements in 

rocketry and its implications for national de- 

fense, is that produced by the continuing and 
heightening interest in the role of scientists and 

engineers in our expanding and increasingly com- 

plex economy. The need for information about 

these highly specialized human resources for 

"peacetime" purposes is at least as important as 

that for national defense and, in modern "total 

war" is in a large measure actually coterminous 

with national defense needs. 
Even if it were demonstrable with available 

data that there is at present a shortage of 

scientific and technical manpower, there would 

still remain large areas of ignorance as to the 

reason for such a deficiency. Would such a 

shortage be the result of decreasing, or if not 

decreasing, in any case, inadequate proportions of 

students entering the scientific, engineering and 

technical professions or arts? Of if there were a 

shortage, would it merely reflect the changes in 

the age structure of the population? These have 

in recent years included decreasing proportions 

and even absolute numbers of persons of labor 

force entrance age, as a result of the depressed 

marriage and birth rate of the 19301s. Because of 

the changing age structure of the U.S. population 

it has been possible in recent years for the num- 

ber of new entry scientists, engineers and techni- 

cians, as well as new entries to other occupa- 

tions, to decrease even if the proportion of per- 

sons reaching working age entering the occupations 

increased. 
These essayist observations are designed 

briefly to portray at least parts of the context 

in which the question was raised: "Is there a 

shortage of scientific and engineering manpower ?" 

Is there? 
The answer is that there are conflicting an- 

swers to the question. 
In recognition of the inadequacies of the 

information available about the number and qual- 
ity of scientists, engineers, and technicians in 
relation to demand, the President's Cammittee on 
Scientists and Engineers, on the one hand, and 
the Bureau of the Budget through the National 
Science Foundation, set out to develop a program 
for the collection of the desired data. An 
Advisory Panel was jointly established by these 
agencies to review and evaluate the available in- 
formation and to make such recommendations as 
might be indicated for ways and means of improv- 
ing it.l The Advisory Panel was assisted in its 
work by staff members of the Surveys and Research 
Corporation which served as its secretariat;2 and 
by representatives of several Federal Governmental 
Agencies who participated as consultants to the 
Advisory Pane1.3 The results of the labors of the 
Advisory Panel are reported in A Program for 
National Information on Scientific and Technical 
Personnel.4 The discussion which follows is based 
on the work of the Advisory Panel, on which the 
writer was privileged to serve as Chairman. 

Available Data 
Some data are, of course, available on scien- 

tific, engineering and technical personnel. These 
were inventoried and described in the Report to 
which reference has been made. They are available 
as part of the statistical and general informa- 
tional output-of such agencies as the Bureau of 
the Census, the Bureau of Labor Statistics, the 
Office of Education, the National Office of Vital 
Statistics, the National Research Council and of 
one of the sponsoring agencies of the Advisory 
Panel-the National Science Foundation. 

In addition to these agencies with relatively 
broad and comprehensive types of information, a 
number of other agencies have more restricted or 
spot survey types of information. These include 
such organizations as the Department of National 
Defense, the National Education Association, the 
American Chemical Society, the National Society 
for Professional Engineers, the National Manpower 
Council, the National Bureau of Economic Research, 
and the American Society of Engineering Education. 

In general, the available data include more 
about the supply of scientific and engineering 
personnel, than about the demand for them; more 
about their quantity than about their quality; 
more about their placement than about their ac- 
tual utilization; and more about them in cross 
section than in longitudinal flow. The Advisory 

Panel's review of available information disclosed 
an especially serious deficiency in information 
about the demand for scientists and engineers, 
and, also, serious shortcomings in the techniques 
of anticipating and measuring future demand. 
Also badly deficient is the available information 
on the flow of personnel into the scientific, en- 
gineering and technical occupations, on their ac- 
tual utilization, on their quantity, including 
their innate capacities and training, and on their 
attrition. Finally, as a climactic indicator of 
the ignorance we have accumulated about our scien- 
tific and technical human resources, it early 



became apparent to the Panel that there was not 

even available an adequate framework for the 

identification of scientific and technical man- 

power. No adequate classification of scien- 
tists, engineers, and technical personnel is 

available with which even to delimit the specific 

occupations of concern, let alone one which pro- 

vides a frame which analyzes work content, or 

describes specific jobs for either statistical or 

use purposes. 
The Advisory Panel, after a fairly intensive 

review of the information on scientific manpower, 

concluded, with good reason, that "the data 

found available are in general painfully inade- 

quate. "5 It also concluded that "In the face of 

the foreseeable long-term manpower needs, the 

Nation cannot long afford to leave the gaps in 

its information unfilled and the deficiencies in 

data unremedied."6 It was with this perspective 

and with the instruction from the sponsoring 

agencies to create a plan for an adequate body of 

data, that the following framework for a statis- 

tical program was developed. 
Statistical Program 

As a preliminary to the design of a blueprint 

for an adequate statistical program, considera- 
tion was given to the basic issues which confront 
the agencies faced with the formulation of na- 

tional policy on scientific and engineering man- 

power questions. These turned out to be centered 

largely around problems of recruiting, training, 

utilizing (including conscripting) compensating, 

and conserving these relatively scrace and ex- 

pensive human assets. The issues practically all 
involved long run considerations. And, as the 

issues were explicitly stated and specific ques- 

tions put, the inadequacies of available data 

became increasingly apparent.7 The basic issues 

formulated and the specific questions which were 

raised led to the development of a conceptual 
framework around which the statistical collec- 

tions and reports were to be organized. 

Conceptual Framework 
The key elements in the conceptual framework 

which emerged from the deliberations of the 

Advisory Panel were "supply", "flow" and "demand". 

1. Supply. "Supply" was elaborated into four 

major categories, each with sub -components, 
namely: 1. current supply; 2. potential incre- 

ments to supply -short term; 3. potential incre- 

ments to supply -long term; and 4. "all other." 

This categorization of the supply factor was made 

operational through linkage with the concepts 

used in the labor force measurement as developed 
by the Bureau of the Census and cooperating 
agencies. More specifically the total population 

14 years of age and over was dichotomized into 
those "in the labor force" and those "not in the 

labor force." These groups were then sub -divided 

into 8 groups, with some sub -total combinations, 

as indicated: 
Total Population 14 Years Old and Over by Labor 
Force Categories- - 

In the Labor Force: 
1. Employed or Seeking S & T (Scientific 

& Technical positions) 
2. Trained in S & T 
3. Could be trained in S & T 

4. Could not be trained in S & T 
Not in the Labor Force: 

5. Trained in S8: T 
6. Being trained in S & T 
7. Could be trained in S & T 
8. Could not be trained in S & T 
These labor force groupings were then re- 

lated to the four major categories of supply as 
follows: 

Total Population Years Old and Over by S & T 
Supply Categories - 

A. Current Supply 
1. Employed and seeking work in S & T 

B. Potential Increments to Supply - Short term 
2. In Labor Force trained in S & T 
5. Not in Labor Force, trained in S & T 
6. Not in Labor Force, being trained in S&T 

C. Potential Increments to Supply - Long term 
3. In Labor Force, could be trained in S&T 
7. Not in Labor Force, could be trained 

in S & T 
D. All Others 

4. In Labor Force - could not be trained 
in S & T 

8. Not in Labor Force - could not be 
trained in S & T 

With these eight groupings of the popula- 
tion cross -classified by labor force and scienti- 
fic and technical status identified, the next 
step was that of determining the kinds of infor- 
mation needed for each group. In general, it was 
concluded that five types of information were 
desired; namely, statistics relating to: 

1. economic characteristics, including scien- 
tific and technical jobs, industries in 
which utilized, compensation and fringe 
benefits, functions performed, working 
conditions and the like; 

2. demographic characteristics location, sex, 
age, race, etc.; 

3. educational and training characteristics 

4. aptitude and skill characteristics, in- 
cluding level of mental ability; 

5. community characteristics --the prestige 
accorded science, engineering and technical 
vocations, status, attitudes, etc. 

2. Flow. Concern with scientific and tech- 
nical manpower necessarily must take the time 
dimension into account. Such personnel is the 
product of relatively prolonged training, and the 
demand for them is vitally affected by trends in 
research, technology, and economic and social 
organization. Any cross sectión picture of 
scientific and technical personnel must, there- 
fore, be supplemented by longitudinal data--by 
inflow and outflow information. 

The supply of scientific and technical per- 
sonnel, of course, is first of all a function of 
the size and composition and changes in size and 
composition of the total population. Starting 
with the measurement of total population, happily 
available even on a current basis for larger 
areas of the United States, the inflow of scien- 
tific and technical personnel is dependent on the 
following: 1. the formal educational system; 2. 

special training courses and apprenticeship; 3. 
informal training; 4. immigration (of trained 
personnel); 5. reentry of retirees and others not 
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in the labor force; 6. transfers from other oc- 
cupations. 

The supply of scientific and technical per- 
sonnel is subject continuously to outflow as 
well as to inflow. The chief categories of out- 
flow are: 1. mortality, 2. retirement, 3. emi- 
gration (of scientific and technical personnel), 
4. transfer to other occupations, 5. departure 
from the labor force, other than through death 
or retirement. 

The information needed about inflow relates 
both to those who came into the scientific and 
technical manpower pool and the characteristics 
of the source. For example, inflow from the 
formal educational system requires information 
both about the trainees and the educational 
system which trains them. Similarly, informa- 
tion is needed both on the trainees and the 
institutional provisions which provide scienti- 
fic and technical persons from sources outside 
the formal educational system -in -plant training 
and various types of special training programs. 
The Panel report spells out in some detail the 
kinds of information needed about each of the 
inflow sources to provide the needed longitudinal 
picture.g 

To complete the flow picture, statistics 
are also needed on outflow -on the attrition of 
the scientific and technical manpower pool 
through death, retirement, emigration, transfer 
and departure Pram the labor force, for reasons 
other than death or retirement. These ypes of 
data are also described in the report.- Attri- 
tion rates, by source, must necessarily be part 
of any program designed to measure the pool and 
changes in the pool of scientists, engineers and 
technicians. 

3. Demand. "Demand" was conceived of as 
consisting not only of unsatisfied but, also, 
met requirements for scientific and technical 
personnel. Thus, persons employed in scientific 

and technical jobs are part of the demand. 
Moreover, only "effective demand" was considered 
-demand that was, or could be met, under actual 
or obtainable salary schedules and working con- 
ditions. Demand, for operational purposes, was 
regarded as consisting of three components: 1. 

scientific and technical personnel currently 
employed; 2. established but unfilled scientific 
and technical positions; and 3. need for scien- 
tific and technical personnel recognized by 
employers (willing and able to attract person- 
nel) but for which positions were not yet 
established. 

To measure demand cross section, the 

actual employment of scientific and technical 

personnel and current needs for additional per- 

sonnel must be ascertained. Such information is 

presumably available from employers and poten- 
tial employers. To measure future demand, how- 

ever, is not so simple. Even the willing 
ployer respondent is likely not to know. To 

assay future demand, knowledge of the factors 
which produce the demand and the trends in these 
factors is necessary. In consequence, an effort 
was made to analyze the of changes 

in demand" to provide a frame for anticipating 
future demand. These elements were classified 

into 7 groups: 1. population growth, 2. economic 
growth and change; 3. growth in urbanism; 4. 
levels, content and quality of education; 5. re- 
search and development; 6. requirements of 
national defense; 7. "other factors" including 
such basic things as the changing role of the 
United States in world affairs, governmental 
policies, organization structure of scientific 
activity, changing practices in use of scientific 
and technical personnel and the relevant demo- 
cratic value system. 

Trend analyses of each of these factors in 
relation to demand for scientific and technical 
personnel, it was posited, could provide a firm- 
er basis than now exists for the quantification 
of future demand. 
Projects 

The conceptual framework which was developed 
served as the basis for the specific project 
recommendations which were made. The specific 
statistical and research operations which are 
proposed are, with a summary of the available 
data, presented in the Report in relation to, 
and the context of, the concepts described. 
In all, 15 projects involving some 27 surveys or 
researches are recommended. They are presented 
in the Report in three classifications: fest, in 
priority order by functional description; 
second, in relation to conceptual framework 
developed-under supply,-" flow,12 and demand;13 
and third, in operational terms, in the 
"Summary" under headings of: 1. "extensions of 
existing programs of data- collection and analy- 
sis"; 2. "new surveys conducted through estab- 
lishments"; 3. "new surveys of population "; 9.nd 

4. "new research in special problem areas. 
In the priority category of "most rgent" 

surveys the following are recommended 
1. Identification of Scientific and Technical 

Occupations 
Analysis of work content and job descrip- 
tions in scientific, technical and related 
fields, to develop a set of job definitions 
and a classification, and to develop methods 
for identifying these occupational cate- 
gories with adequate precision when conduct- 
ing such surveys. 

2. Pool of Scientific and Technical Personnel 
A periodic survey, using appropriate 
sampling techniques, of organizations and 
agencies of all types which are employers of 
scientific and technical personnel, to ob- 
tain information on the numbers and charac- 
teristics of such personnel. 
From time to time intensive analyses, 
through personal interviews, of a sub -sample 
of present and former scientific and tech- 
nical personnel, to determine the nùmber, 
occupation, and economic and personal char- 
acteristics of these persons; and to obtain 
information concerning the nature of move- 
ment into and out of the supply. 

3. Periodic Study of the Demand Outlook for 
Various Categories of Scientific and 
Technical Personnel in Each Major Activity 
The study would include the analysis of: 
(a) employment and production growth trends; 
and (b) the changing roles of particular 



classes of scientific and technical personnel, to 
develop current estimates and forecasts of demand 
for such personnel by occupation and educational 
levels. 

These projects would, among other things, 
provide a better answer than is now possible to 
the question of whether there is a shortage of 
scientific and technical personnel. The first 

of these projects would make possible good 
identification of the pool of manpower that is 
included when the rubric scientific, engineer- 
ing and technical" is used. The second would 
provide a much more adequate measurement than 
now exists, and on a periodic basis, of the ac- 
tual pool of employed scientific and technical 
personnel, on their number and their character- 
istics, including their mobility or flow. The 
third project would provide a benchmark measure- 
ment of current demand, and, eventually, same 

projection of demand which, in relation to sup- 
ply, could provide other than a speculative 
answer to the question of alleged "shortage." 

These projects alone could greatly increase 
our present knowledge about scientific and tech- 
nical manpower. But they, by themselves, would 
fall far short of answering the crucial questions 
which must be answered if policy and action are 
to be based on sound knowledge. The other pro- 
jects proposed were also regarded by the 
Advisory Panel as "urgent" -even if not as "most 
urgent." On a functional basis, heee "urgent" 
projects are listed as follows: 

Studies of Supply and Utilization 
4. 1960 Census Survey of College Graduates: 

Scientific. Technical and Other Special- 
ized Personnel 
A special direct survey of a large 
sample of the persons recorded in the 
1960 Census enumeration as college 
graduates or as persons currently or 
last employed in scientific and technical 
positions, whether college graduates or 
not, to determine relationships between 
training and subsequent occupation. 

5. Sample, Population Survey 
An occasional survey similar to the Cur- 
rent Population Survey of the Bureau of 
the Census, to provide source data for 
estimating both the current supply of 
scientific and technical personnel and 
potential increments to it, as well as 
net turnover. 

6. Analysis of Data from National Register 
of Scientific and Technical Personnel 
Continuing analysis of Register data on 
social and econanic characteristics of 
scientific personnel listed, to determine 
age, levels of education, functions, type 
of employer, scientific specialization, 
income level, etc. 

Extension of the Coverage of School Reporting 
Comparison of Data fran Diverse Sources. and 
Other Educational Data 

7. Extension of School Reporting 
Extension of the annual and biennial 
statistical reporting program of the Office 
of Education to obtain a more complete view 
of the nation's educational system, with 
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particular reference to private schools, 
college enrollments and course enrollments. 
8. Comparison of Data from Diverse Sources 
on School Enrollment and Educational Attain- 
ment. 
An iintensive statistical analysis to compare 
and coordinate Office of Education data on 
enrollments and graduates with Bureau of the 
Census data on enrollment and highest grade 
of school completed. 

9. Reports of Government Technic:pl Schools 
Initiation of annual reports from the appro- 
priate governmental agencies concerning 
technical schools for higher education oper- 
ated by them, the character and extent of 
science instruction provided and the utiliza- 
tion of personnel trained in science and 
engineering; to determine the level and 
extent of such training. 

10. Analysis of Factors in School Retention 
Studies of the factors related to drop -outs 
of students in various fields and of differ- 
ent ability levels, at particular grades in 
school, seeking particularly to measure the 
effects of financial factors. 

Research into Aptitudes in and Attitudes Toward 
Science and Engineering 

Several related types of inquiry: (a) to 
determine the distribution of youth in terms 
of general mental ability and other more 
specific aptitudes; (b) to measure comprehen- 
sion of scientific subject matter; (c) to 
ascertain the attitudes of students toward 
science and engineering at several educational 
levels; and (d) to ascertain student's occu- 
pational conceptions and choice. 
12. Follow-up Surveys of Recent College 

Graduates 
Surveys of samples of recent college gradu- 
ates made two, four, and six years after 
graduation to learn the beginning career pat - 
terna of young graduates as these relate to 
their major fields of study and other personal 
characteristics. 
13. Research into Community. Attitudes Toward 

Scientific and Technical Personnel 
Studies of the attitudes of American communi- 
ties toward science and engineering and the 
individuals who are occupied in these fields, 
to determine their importance in influencing 
occupational choice. 

Surveys of Curricula and Physical Facilities 
Available for the Teaching of Science and 
Engineering 

14. Surveys of Curricula in Science and 
Engineering 

Periodic surveys of the courses offered in the 
science and engineering programs of schools 
and colleges. 
15. Surveys of Physical Facilities for the 

Teaching of Science 
Periodic surveys to determine the adequacy of 
laboratory and other equipment used for the 
teaching of specific science and engineering 
courses in the nations schools and colleges. 
16. Research into the Quality of Science 

Instruction 
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Studies to determine the effectiveness of 

science and engineering teaching, with the prin- 

cipal purposes of isolating the background fac- 
tors and personal qualities which characterize 
the most effective teachers. 
Surveys of Training Programs in Science and 
Engineering Outside the Formal Education System 

17. Surveys of Training Programs for Scienti- 
fic and Engineering Technicians in Industrial 
and Commercial Establishments 

Sample surveys to obtain information on formal 
courses given to technicians within such 
establishments, including apprenticeship pro- 
grams for training technicians, to determine 
their importance in supplementary technical 
training. 
18. Surveys of Advanced Scientific Training 

Programs of Industrial and Commercial Establish- 
ments 

Surveys of the formal, advanced scientific 
and technological training programs conducted 
by business establishments for their scienti- 
fic personnel possessing college degrees or 
equivalent backgrounds, to determine the lev- 
el, content, and relative importance of such 

programs in the nations scientific training 
effort. 
19. Study of Background of Scientific and 

Technical Personnel Who Have Had No Formal 
Training 

Identification of selected scientists and 
technicians who have received no formal training 
and the analysis by case studies of their back- 
ground and the means through which their status 
was obtained; in order to appraise the possible 
importance of the informal training methods dis- 
closed. 
Surveys of Changes in Supply from Immigration and 

Emigration. Retirement. Other Causes and Death 

20. Reports on Immigration and Emigration of 

Scientific and Technical Personnel 
Initiation of annual reports on the scientific 

and technical personnel of foreign citizenship 
who immigrate into or emigrate from this country. 
Study the extent and character of emigration of 
scientific personnel who are citizens to deter- 
mine its relationship to the overall supply. 

21. Interview Survey of Retirees 
Special survey to be repeated periodically of 

a sample of retired scientific and technical 
personnel, designed to ascertain their ability 
and willingness to resume active employment full - 
time or part -time if needed. 

22. Additional Study of Occupational Mortality 
Rates Among Scientific and Technical Personnel 

Intensive study of differential mortality 
among occupational groups of scientific and 
technical personnel, to improve estimating me- 
thods. 
Studies of Demand 

23. Correlation Regressions Among Maior Deter- 
minants of Demand for Scientific and Technical 
Personnel 

Historical studies of the regression relation- 
ships between demand series and trends in several 
factors hypothesized to be major determinants of 

demand with a view to determining the degree of 
predictive value which each of them may possess. 

24. Surveys of Employers Expectations of 

Demand for Scientific and Technical Personnel 
Periodic surveys of the expectations of pres- 

ent and potential employers of scientific and 
technical personnel as to the numbers and types 
of such personnel they will need at specified 
times in the future, and as to the major factors 
that are expected to determine their future 
needs with particular attention to lessons that 
may be learned for improving methods of projec- 
tion. 

Of these proposed projects, eight are new 
surveys involving the establishment approach. 
Two of these (numbers 1 and 2 above) are in the 
'Roost urgent,' category and the remainder are 
'urgent (numbers 9, 17, 18, 19, 21, 24). 
Three additional surveys also are new ones. 
These would involve the population approach in- 
cluding a follow up of the 1960 Census (numbers 
4, 5, 12). In addition to the surveys, four new 
researches are included in the list, one in four 
parts (10, lla,b,c,d; 13, 23). Finally, nine 
extensions of existing programs of data collec- 
tion and analysis are also listed. These would 
involve addition to programs already under way 
(3, 6, 7, 8, 14, 15, 16, 20, 22). 

With the diversity of projects and the num- 
ber of different agencies involved, it is clear 
that the proposed statistical program will nec- 
essarily involve provision for implementation and 
coordination of program. For this reason the 
Advisory Panel, after pointing to the need for 
the cooperation of Federal, State and local 
government agencies and also private organiza- 
tions, recommended that an appropriate Federal 
agency be given explicit responsibility for 
coordinating that part of the program which in- 
volves the Federal Government. 

Concluding Observations 
The situation in respect of knowledge about 

scientific and technical personnel is reminiscent 
of the situation in the 1930's in respect of 
knowledge about unemployment. In the absence of 
a direct measurement of unemployment various con- 
flicting indirect metrics were obtained which, 
as the record shows, varied with the interest of 
the estimator. With the advance of sampling and 
survey methods utilized in the Monthly Report of 
the Labor Force, initiated by the W.P.A. and con- 
tinued by the Bureau of the Census, a direct and 
reliable measurement of unemployment has been 
available for almost 20 years. In consequence 
political squabbles about the facts of unemploy- 
ment are now mostly a matter of history, and 
policy and action in respect of employment and 
unemployment can now be based on fact rather than 
conjecture. 

Adequate facts about the supply of scienti- 
fic, engineering and technical personnel in rela- 
tion to demand are not now available. These 
highly trained and skilled human resources have 
become of vital moment to national defense and to 
national economic advance. At the present time 
considerations of policy and program designed to 
assure an adequate and capable corps of scientific 
and technical personnel involve, among other 
things, debate about the facts themselves. And 
facts cannot be ascertained by means of polemics 
and majority vote. 



The science and art of statistics has pro- 
gressed to a point where the needed facts about 
scientific and technical personnel can be had 
with relatively little cost and effort. A pro- 
gram has been planned through which the needed 
information can be collected. It would seem 
that the course of wisdom is to proceed to obtain 
them. 
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DISCUSSION 

William H. Mierryk, Northeastern University 

Mr. Blank has indicated some of the 
difficulties involved in defining a shortage 
of a particular type of manpower. In his 
paper, however, he has reiterated the con- 
clusion reached earlier by himself and 
George J. Stigler that "the record of earn- 
ings would suggest that up to at least 1955 
there has been no shortage - in fact an in- 
creasingly ample supply - of engineers 
This conclusion was based on the finding 
that up to that year the average salary of 
engineers had gone up relatively less than 
the average wage level, and also less than 
the average increase in earnings of other 
professional groups. 

At least two questions might be raised 
about the method employed by Mr. Blank and 
Professor Stigler in reaching this conclusion. 
First, is it appropriate to apply product 
market reasoning to the labor market without 
important qualifications? Second, how rele- 
vant is a comparison of the aver salaries 
of engineers and other occupa groups? 

It is entirely true that if the demand 
for a commodity in a competitive market is 
in excess of the there will be an in- 
crease in price. And price adjustments occur 
very rapidly in some types of product markets. 
Studies of the labor market Reynolds, Shis- 
ter, Myers, Shultz and a number of others have 
indicated rather clearly, however, that there 

are significant differences in the operation 
of labor and product markets. For example, 
wage and salary adjustments occur much more 
slowly, for a variety of reasons, than do 
price adjustments in many commodity markets. 
Even during the capital boom of 1956, when 
much was heard about a shortage of engineers, 
the average salary of engineers did not rise 
sharply. There are, however, anti - pirating 
conventions among employers; many of long 
standing. To be sure, these are not entirely 
adhered to, but even when they listed many 
engineering job openings employers did not 
rush to bid up salaries. 

One reason for this is that employers 
are quite aware that aggressive "price com- 
petition" of this sort would be a losing 
game. The supply of engineers cannot be in- 
creased quickly by raising the average level 
of salaries. Various other recruiting tac- 
tics were employed during this period in an 
effort to fill job openings, but it is not 
surprising that employers failed to engage 
in an aggressive, and self- defeating, price 
war in trying to attract more engineers. 

To turn to the second question, a com- 
parison of movements of the average salaries 
of engineers and other professional groups 
tells us relatively little about the demand 
for and supply of any of the occupational 
groups involved. The relevant comparison is 
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of starting salaries. New entrants into the 
labor market are typically more mobile than 
those already established. Hence there is 

more open bidding for the services of the 
former than of the latter. During the time 
when the "engineering shortage" was a topic 
of widespread discussion, the starting sal- 
aries of new engineering graduates did in- 
crease substantially more than those of other 
college graduates. Indeed, this compounded 
the problem of "salary telescoping" among 
engineers. Those with long service saw the 
salaries of new entrants into the profession 
rising rapidly while their own salaries went 
up slowly. This encouraged a greater leakage 
of engineers into non- engineerin; occupations, 
further contributing to the imbalance between 
engineering manpower requirements and the 
available supply at that time. The leakage 
of higher -salaried engineers, if they were 
replaced by younger men at lower rates of 
pay, also might have exerted downward pressure 
on the average level of salaries of all 
engineers. 

As Mr. Mills has pointed out there has 
been much less clamor about an engineering 
shortage since the beginning of the recession 
of 1957. At the same time, new engineering 
graduates have not experienced serious dif- 
ficulty in finding employment. There are 
indications, however, that recruiting ac- 
tivities are now being stepped up. While 

this year's June graduates will undoubtedly 
not have the range of choice available to 
those who graduated in June 1956, recruiters 
are already far more active than they were at 
this time last year. 

Both Mr. Mills and Mr. Trytten have 
stressed the dynamic, and long -run aspects 
of the engineering and scientific manpower 
problem. Mr. Blank, however, has expressed 

concern that undue stress on the "engineering 
shortage" will induce too many students to 
enter the field, and make it difficult for 
them to find employment upon graduation. It 

would indeed be unfair to encourage too many 
students to enter colleges of engineering. 
But the proportion of engineers and scientists 
in the labor force has been steadily increasing, 
and there is a strong likelihood that this 

proportion will continue to increase in the 
future./ Given some of the current prob- 
lems of elementary and secondary education, 
I doubt that an excessive number of students 
will be encouraged to seek careers in engi- 
neering and science. 

Using existing data and the techniques 
of analysis which have been employed up to 
the present, the question of an "engineering 
shortage" could be debated ad infinitum. 
Professor Hauser's paper goes to the heart 
of the problem - the lack of reliable data to 
provide a definitive answer to the question 
of whether or not there has been a shortage 
of engineering manpower. It is encouraging 
that something is to be done about this 
data deficiency. 

The Advisory Panel established by the 
President's Committee on Scientists and 
Engineers and the National Science Foundation 
has done its job well. If the statistical 
projects proposed by the Panel are carried 
out, we should know much more about the 
market for engineering and scientific man- 
power in the future than we have in the past. 
A number of important policy issues hinge 
upon better information about the demand for 
and supply of scientific, engineering and 
technical personnel. And as Professor Hauser 
says, "facts cannot be ascertained by means 
of polemics and majority vote." If the broad 
program proposed by the Advisory Panel is 
carried out with dispatch, it will obviate 
future meetings of the kind we have had to- 
night to discuss the controversial question 
of whether or not there is a shortage of 
technical manpower. 

Supply Scientific Per - 
so, ork: N nnelNational Bureau o Economic 

Inc., 1957, p. 29. 

Since 1870, for example, employment in 
science and technology has increased about 
17 times as fast as the labor force. See 

Trends Employment and Training 
Scientists and Engineers,- Ñational Science 
Foundation MElication 56 -11, p. 4. 
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DEMOGRAPHIC ASPECTS OF MILITARY STATISTICS 

by 
Jacob S. Siegel and Meyer Zitter 

U. S. Bureau of the Census 

This paper is intended to focus attention 
on military personnel statistics as a body of 
basic statistics important to the field of 
general demographic analysis. Demographic 

statisticians, and statisticians in general,have 
paid little attention to this material although 
data on military population enter into a number 
of problems which engage their attention. We 
shall concern ourselves here with a discussion 
of some of these problems, the sources of sta- 
tistics on the military population, the basic 

reporting systems, and the comparability and 

consistency of the data. 

The military population has represented a 
numerically significant segment of the popu- 
lation of the United States continuously since 
1941, as a result of World War II and the 
ensuing period of sustained "cold war ". It has 
exceeded one million for all the years since 
1941, rising to over 12 million at the climax of 
World War II; as of July 1958 it numbered 2.6 
million. Gross changes in the group are im- 
pressive; even in the year 1957 -58, when the 
armed forces declined by about 200,000, there 
was a turnover involving about 1,200,000 men. 

The inclusion or exclusion of armed forces 
distinguishes the three principal types of popu- 
lation figures for the United States published 
by the Census Bureau. These are (1) the 
civilian population,(2) the total population 
resident in the United States (including armed 
forces in the United States), and (3) the total 
population including armed forces overseas. 
Since the first and second types of estimates 
are obtained by subtraction from the third type, 
it is necessary to have figures on the total 
number of United States military personnel and 
the number inside or outside United States to 
prepare these types of estimates. One problem, 
here, arises from the fact that the armed forces 
of the United States include persons who were 
inducted or who enlisted from outside con- 
tinental United States. An accurate separation 
of the armed forces into "inside" and "outside ", 
consistent with the census definition of 
residence inside and outside continental United 
States, presents its special difficulties. 

Of the three types of population figures 
noted for the United States above, only the 
first two are ordinarily considered appropriate 
for states and local areas. Thus, the Census 
Bureau publishes only the total resident popu- 
lation and the civilian population for states, 
and excludes overseas armed forces from its 
official counts and postcensal estimates for 
states. Similarly, the Census Bureau publishes 
only total resident population for its pro- 
jections of state population. Yet, contrariwise, 
in their censuses the states of Massachusetts 

and Kansas include absent military persons with 
their families living in the state and exclude 
military persons stationed in the state. In 
general, this definition of population is demo- 
graphically unsound as well as impractical. 
The military man's previous household may have 
been relocated or terminated as a result of his 
induction or enlistment; he may marry while in 
military service or on leaving it and establish 
his own home; for other reasons he may not 
return to his preservice home. To assign 
military persons back home would be unrealistic, 
therefore; it would also be operationally very 
difficult to enumerate accurately "at hone" so 
large a population "away from home ". Furthermore, 
for most of the purposes for which population 
figures are used, they should represent the 
population which public and private facilities 
in the area must serve; that is, the resident 
population. On the other hand, for some 
analytical purposes and particularly as a stage 
in making certain population estimates, it is 
useful to consider a hypothetical population 
representing the of the civilian population 
and persons away in the armed forces. For 
example, this would seem an appropriate type of 
figure for certain family studies, for measuring 
the potential voting population, or as an inter- 
mediate element, for deriving projections of 
local population. 

Derivation of census counts and post - 
censal estimates of the total and civilian popu- 
lation of states and local areas requires data 
on the number of military persons "resident" 
in each state or area. Because of the mobile 
character and special living arrangements 
of the armed forces, the collection and com- 
pilation of data relating to them, particularly 
data for small areas, present special problems. 

If state and local population estimates 
are made by the component method or if 
population changes are to be analyzed in 
terms of components, another type of military 
statistics is needed net movement of civilians 
to the military population. The component 
method involves the estimation of population 

combining separate allowances for births, 
deaths, net civilian migration,net 
movement of civilians to the military popu- 
lation, and net change in the number of 
military persons stationed in the area, with 
the figure from the last census. The net 
movement component represents the balance of 
the number entering military service 
from the civilian population and the number 
leaving military service for civilian life. 
There are two basic sources of figures on 
"net movement"- data on the "preservice 
residence" of the armed forces, states, 
from the Department of 



Defense and data on so- called "net credits ", 
by states, from the Selective Service System. 
Theoretically, to represent "net movement ", 
the change in these series over the estimate 
period must first be derived and then 
increased by the small number of deaths of 
persons from the area serving in the Armed 
Forces. 

It is clearly important to take military 
changea into account in the analysis of popu- 
lation changes in states and local areas. 
An increase in the size of the military 
station, or more exactly a large net military 
migration into the area, may account for a 
substantial portion of the population growth 
in the area. Net military migration may be 
derived as the difference between net total 
migration (the difference between total change 
and natural increase) and net civilian 
migration (a by- product of the component 
estimating procedure). For the Middle 
Atlantic States, net military migration 
between 1950 1957, for example, was as 
large a component of population change as net 
civilian migration; on the other hand, for the 
Pacific Division, net military migration was 
negligible in comparison with net civilian 
migration. 

Let us now consider directly the various 
sources of military personnel statistics in 
terms of the separate reporting systems pro- 
ducing the data. There are seven separate 
reporting systems producing military sta- 
tistics, of which the five branches of military 
service considered together (Navy, Marine 
Corps, Army, and Air Force in the Department of 
Defense and the Coast Guard in the Treasury 
Department) are the most important. The other 
principal sources are the Selective Service 
System and the decennial censuses. Taken in 
combination, these provide a wide variety of 
military statistics on a regular basis. 

Most of the data useful for demographic 
analysis from the Defense Department and the 
Selective Service System come as by- products 
of the administrative needs of these agencies; 
very little information is made available 
directly for so esoteric a purpose as demo- 
graphic analysis. Two main procedures are 
used by the military branches to produce their 
"demographic" data; one is the use of sample 
surveys taken in the field at various time 
intervals and the other is the use of the 
regular central reporting system or central 
file in which 100 percent of all personnel are 
covered. The Department of the Army and the . 

Department of the Air Force obtain data on the 
number and geographic distribution of their 
military personnel that is, the number 
assigned to and located at specific duty 
locations -from a complete accounting based on 
"morning reports ". They use sample surveys 
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to obtain information on such characteristics 
as age, marital status, educational status, 
etc. 

The Department of the Navy and the Coast 
Guard develop most of their information from 
personnel records kept in the central file 
in Washington and do not resort to the use of 
sampling procedures. The compilation of 
Marine Corps statistics is primarily the re- 
sponsibility of the Marine Corps itself, 
although the Marine Corps is administratively 
part of the Navy Department. 

The Army conducts its survey four times 
a year. This survey is designed to give a 
five percent return of all Army personnel, the 
sample of individuals to be included being 
determined by a random process on the basis of 
the last two digits of their military service 
numbers. Questionnaires are sent to all 
military installations (inside and outside 
continental United States) with appropriate 
instructions to the personnel clerk at each 
installation. The latter generally has 
overall responsibility for the completion of 
the survey at each location. The exact pro- 
cedure has changed over time. At one time, 

personnel clerks used to fill out the 
schedules from individual personnel records 
and transmit them to Washington. Now, however, 
the serviceman is required to fill out most of 
the items personally, and, before transmitting 
the schedules, the personnel clerk checks the 
serviceman's answers against his personnel 
folder and reconciles differences. 
Although the survey is taken every three 
months, there is no fixed time schedule for 
the individual items and their frequency varies 
in accordance with the needs of the Department. 
Some demographic items are included frequently. 
An item like State of pre -service residence, 
on the other hand, has relatively low priority 
and is not likely to be included more than 
once a year. 

The sample survey of the Air Force is 
similar to that of the Amy although now it is 
conducted only three times a year. It, too, 
is designed for a five percent sample return. 
The demographic items included are also 
similar to those in the Army survey, e.g., age, 
marital status, educational status, etc. 

It should be pointed out that no attempt 
is made to achieve uniformity in the wording 
of questions common to both the Arne Air 
Force surveys. In some items, such as age, 
variations in the wording hardly affect the 
consistency of the results since the alternate 
questions call for essentially the same thing 
(e.g., age last birthday). In an item such as 
state of pre -service residence, on the other 
hand, variations as "legal residence ", 
"voting residence ", or "state of induction" 
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tend to reduce the comparability of the resulta 
to some extent. Unfortunately, such differ- 
ences in wording exist not only between the 
Army and the Air Force surveys taken at a 
single date, but may also appear in surveys 
taken the same sources from time to time. 

To what extent the differences between 
the branches in procedure of data collection 
and in the wording of questions affect the 
comparability of the data is not known. For 
the most part, the data from the various 
branches are believed to be additive and the 
data from each branch are believed to be con- 
sistent over time. In combination, these 
sources present the data needed to secure a 
picture of the current size, distribution, 
and composition of our armed forces. 

There is within the office of the 
Secretary of Defense a statistical staff, 
which in a very limited way serves as a central 
source of military personnel statistics and 
which combines selected types of statistics 
from the individual military departments. Its 

principal function, however, is to provide the 
Secretary of Defense and his staff with the 
statistics necessary for the overall oper- 
ations of the Department of Defense. Its 

functions do not include the role of central 
statistical office for military statistics. 
Thus, the Bureau of the Census relies on the 
individual sources for most of the required 
personnel statistics. It may be possible in 
some instances to secure military station data 
for specific local areas from the local 
military commander (or local military public 
information officer). The information avail- 
able locally may enable one to distinguish 
between those living on post and those living 
off post or may even indicate the exact 
distribution by area of residence the type of 
information needed to tie in with the 1950 
Census materials. 

In addition to the five branches of the 
military service, there are two other 
important sources of military statistics the 
Selective Service System and the decennial 
censuses of the United States Bureau of the 
Census. Of minor importance as a source is 
the Census Bureau's Current Population Survey 
which affords limiteddsta on military 
personnel in continental United States living 
off post or with their families on post. 

The Selective Service System is, of 
course, the machinery through which young men 
are drafted into the armed forces. Its recorda 
contain much information about registrants and 
draftees, and provide a guide to the avail- 
able military manpower pool for the Department 
of Defense. In addition to maintaining the 
regular registration and selective service 
records, the system receives information from 
the armed forces on those who enter the 

military outside Selective Service channels. 
Furthermore, regardless of whether an 
individual was inducted through Selective 
Service or enlisted, a record (home address 
report) is sent to the local Selective Service 
Board for each individual separated from 
service. Thus, Selective Service may serve 
as a source of information on entries into, 
and separations from, military service; 
estimates of changes in the overall strength of 
the armed forces; and figures on the number of 
persona serving in the armed forces from each 
state, referred to as "net credits The latter 
can be used to develop readily estimates of the 
net movement of the civilian population into 
the Armed Forces from each state over a period 
of time, previously noted as an important 
component of population change. 

These military data from Selective 
Service sources may be compared with the data 
obtained from the Department of Defense. With 
respect to overall strength, recent Selective 
Service figures indicate an armed forces level 
on July 1, 1958 some 300,000 lower than the 
"actual" mid 1958 figure (approximately 2.6 
million). The difference between the two 
totals varies from period to period. The 
differences appear to be greater during periods 
of rapid build -up in our armed forces; for 
example, in July 1951 the Selective Service 
figure on total strength was about million 
lower than the 3.3 million reported the 
Department of Defense. Apparently, then, there 
is some "catching -up" during periods of relative 
stability of the armed forces. 

Both for the number serving from each 
state as of any current date and for the 
estimated net movement into the armed forces 
from each state for any postcensal period, 
there are substantial differences between the 
Selective Service series and the Defense Depart- 
ment series. Even when the Selective Service 
data are adjusted to the total U. S. strength 
figures from the Department of Defenae,the net 
movement estimates for 23 states differ 20 
percent or more in a comparison for 1950 -56. 
Although the Defense Department figures may be 
taken as the standard here for demographic 
purposes, they too are subject to error arising 
primarily from misassignment with respect to 
residence and from sampling variability. Even 
though the percentage error in the net move- 
ment component may be large, however computed, 
the resulting error in the population estimates 
is relatively small, and in most instances 
substantially smaller than the error involved 
if this component is ignored completely, as is 
sometimes done. 

For local areas, such as counties and 
cities, the Selective Service System represents 
the only source of an actual tabulation of 
persons currently away in the armed forces, 
although estimates are possible on the basis of 



the Defense Department data. For counties, or 
cities which have their selective service 
boards, these figures may be readily avail- 
able; otherwise; special tabulations from basic 
records are necessary. 

For state population estimates the 
Bureau of, the Census employs the Defense 
Department's preservice residence data, and 
for its county estimates preservice residence 
is approximated taking that proportion of 
the state total represented by males of 
military age in the county in 1950. Selective 
Service data are not used. 

As mentioned earlier, military persons 
]wing in continental United States are 
counted in the decennial censuses of popu- 
lation. In addition, in 1950 military persona 
living abroad were also separately counted. 
In the 1950 Census, military persons living in 
barracks on military posts were covered by use 
of special census forms and included in the 
population count for the area in which their 
camp or post was located. These forms were 
distributed to all such persona through the 
personnel officer (or his designate) at each 
camp or post, filled out by the individual, 
and returned to the Census Bureau through the 
personnel officer. Military persons living 
of post or in regular type quartera on post 
were enumerated on regular schedules by regular 
enumerators at their place of residence. A 
similar procedure was carried out in counting 
the Armed Forces abroad. 

The Navy presents a special problem 
because many seamen are "resident" on ships 
afloat or in port. According to the census 
rule, persons assigned to ships in port were 
to be enumerated at the port and, hence, as 
part of the port city's population. The 
chance assignment of ships to ports at the 
time of the census means that there is some 
instability in the count of population of 
cities having ports in which military vessels 
are berthed. 

The 1950 Census reports do not generally 
show military population directly, but such 
data can be obtained from the labor force 
tables as differences between the total and 
the civilian labor force. The 1950 Census 
provides information on the size and geo- 
graphic distribution of the Armed Forces 
within continental United States, by states, 
counties, urban places, and urbanized areas, 
and on the size of the Armed Forces outside 
U.S. The census also provides information on 
the age -sex distribution of the military popu- 
lation inside the United States, outside the 
United States, and in each state, and on a 
wide variety of other demographic and social 
characteristics. 

The Census figure for the total military 
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population (as best as can be derived) was 
about 10 percent lower than the Department of 
Defense figure for April 1, 1950 with the 
continental figure being about 7i percent lower. 
There are some large differences between the 
two sets of figures by states, a few of which 
result from differences in basis of allocation 
by states (e.g., District of Columbia). For 
its national and state population estimates for 
both 1950 and later dates, the Bureau of the 
Census employs the military station figures 
from the Department of Defense (with the 
exception of the District of Columbia, Virginia, 
and Maryland). In this way, comparability is 

achieved between the military figures for 
various estimate dates. 

In the 1950 census, all military persons 
were theoretically enumerated as of the place 
where they lived, regardless of place of assign- 
ment or place of preservice residence. This was 
necessary if the principle of "usual place of 
residence" was to be followed and if counts of 
total population by residence were to be 
obtained for all census tabulation areas. For 
purposes of population analysis, this type of 
information is, in a sense, more satisfactory 
than the type of data provided by the Department 
of Defense which relate to the number of 
military persons assigned to, or on actual duty 
at, the various military poets in the area. 
In most cases, this number will agree approxi- 
mately with the number of military persona 
living in the area. However, for many metro- 
politan areas, although the overall number of 
military persona stationed there may be about 
the same as the number residing there, the 
distribution within the area may be substantially 
different on the two bases. For the Washington, 
D. C., Metropolitan Area, for example, the 
percent of the military population assigned to 
the District of Columbia according to the 
military reports, differs substantially from 
the proportion residing there according to the 
census. State population figures may also be 
affected when military installations are located 
close to state boundaries or cross state lines. 
For its occasional work in estimating the popu- 
lation,of metropolitan areas and counties, the 
Bureau of the Census generally employs the 
military figures from the census for April 1950 
and the Department of Defense figures for post - 
censal dates, adjusted if necessary, for com- 
parability with the census figure. 

Census materials are, of course, available 
only once every 10 years; this limits sharply 
the usefulness of the census as a source of 
military statistica. The census can currently 
serve as a basis for determining the distri- 
bution of military personnel by residence within 
metropolitan areas and for adjusting Department 
of Defense figures for postcensal dates from a 
"place of work" to a "place of residence" basis. 
The plans for the 1960 Census with respect to 
the military population, so far as they have 
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been developed, are essentially similar to 
those for 1950. The "labor force" basis of 
securing the data suggests again a wide range 
of tabulation detail. 

For lack of time, we have not considered 
here a number of facets of our general subject, 
such as, the use of Selective Service regis- 
tration data and Department of Defense data to 

evaluate the accuracy of census data; analysis 
of the demographic and economic characteristics 
of the military population per se in comparison 
with those for the general population; problems 
in the compilation and analysis of migration, 
marital status, household, labor force, 
education, and vital statistics data for the 
general population resulting from the fact of 
a large military population; and other topics. 



A METHOD OF PROJECTING THE NUMBER OF HOUSEHOLDS IN SMALL AREAS 

By: William Hodgkinson, Jr., American Telephone and Telegraph Company 

The purpose of this paper is to outline a 
methodology for breaking down a given projection 
of households for an area into individual house- 
hold projections for subdivisions of that area. 
It assumes that population projections are avail- 
able for each subdivision. Household projections 
are needed in marketing studies and in various 
fields of long -term planning. Households, of 
course, are the natural market for long lists of 
commodities and services. The procedures to be 
described do not constitute the basic type of 
research which is involved, say, for estimates 

of the future number of households in the 
United States. Rather, they are such as to make 
use of such estimates. 

A household is defined in the Population 
Census as one person or a group of not necessar- 
ily related persons occupying a dwelling unit. 
In the Housing Census there are data on occupied 
dwelling units, and since the same definition of 
a dwelling unit is used in both Censuses, there 
is an identity of concept. This identity unfor- 
tunately did not carry over into the tabulations 
for 1950 because of necessarily separate pro- 
cessing, but the differences between the two are 
relatively small. The critical part of the def- 
inition is bound up in the concept of "dwelling 
unit." In the main a dwelling unit is a house, 
an apartment, trailer, etc. 

The population census in this country has 
always been taken on a de ,)ure basis, so that 
wherever they might be enumerated, persons are 
attributed to their permanent residences. One 
sees a reflection of this fact in the counts of 
"non- resident dwelling units" in the housing 
census. 

The Bureau of the Census uses a dichotomy 
for classifying the population: everybody is 
assumed to live either in a household or in a 
quasi - household. The essential point is that a 
quasi -household is not a household. The popula- 
tion in quasi -households is made up of the 
institutional population (hospitals, prisons, 
homes for the aged, etc.) and "other." This 
latter group covers a wide variety of abodes - 

those who live in all but the smallest lodging 
houses, in hotels, those quartered in lumber and 
mining camps, and those members of the resident 
armed forces who live in barracks. The following 
are the figures as of April 1, 1950: 

Percent 
Type of Residence Population of Total 

Total 150,697,361 100.00 

Households 145,030,888 96.24 
Quasi - households ),666,473 3.76 

Institutions 1,566,846 1.04 
Other 4,099,627 2.72 
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If estimates are available of the future 
population in an area, and if in addition one 
knows for that area the future ratios of popula- 
tion to households (often referred to as "popu- 
lation per household," or "persons per house- 
hold"), the problem of this paper is obviously 
solved: these ratios when divided into the pop- 
ulation give the number of households. Any pro- 
cedure which attempts to derive household from 
population estimates must concern itself with 
this relation. 

Any error in such ratios is of course trans- 
mitted to the household estimates as a reciprocal. 
Thus a 10% underestimate of the ratio produces 
an 11.1+% overestimate of households, etc. It is 
significant, therefore, to have some idea of 
possible variations in the ratio. To this end 
a distribution was made of all 3,102 counties 
(or equivalents) in 1950 according to the magni- 
tude of the ratio of total population living in 
households to the number of households. (These 
ratios were published to two places of decimals 
in Table 42 of the individual State parts of 
Volume II of the 1950 Census of Population.) 
Data derived from this compilation are presented 
in Table 1. It is to be noted that the distri- 
bution is of counties and not of households, 
since the emphasis here is on variations in the 
averages between counties. The mean of the 
averages for all counties is 3.54 (compared to 
the mean size of all households in the nation 
of 3.38). The range in the distribution is from 
2.19 persons for Esmeralda County, Nevada, to 
5.12 persons for Leslie County, Kentucky, or 
2.93 persons. This range is over 80% of the 
mean and 7.7 times the standard deviation of 
0.38. The coefficient of variation is 10.7% 
for the nation but is naturally less in all 
divisions except the extensive Mountain division. 
Time does not permit more than mere mention of 
the well -known regional variations in the ratio. 
It is evident, if proof were needed, that account 
must be taken of area variations in average house- 
hold size if projections of the number of house- 
holds are to do more than indicate a gross order 
of magnitude. 

Even if projections are given of average 
household size for the nation or other large 
area, it remains a formidable task to make direct 
projections of average household size for a small 
area. Population and households, the numerator 
and denominator of the measure, are influenced by 
different factors or by the same factors in 
varying degree. 

The problem is simplified by projecting what 
is termed herein, "relative household size." This 
is a ratio of two ratios: the numerator is the 
ratio of total population to the number of house- 
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holds for the small area, while the denominator 
is the same ratio for the large area for which 
projections of households are available. Two 
characteristics of this ratio are to be noted 
(see equation (1) below). In the first place, 
extensive cancellations take place upon its 
formation; secondly, the ratio is also identical 
with that obtained by dividing the proportion of 
the large area's population contained in the 
small area by the proportion of the large area's 
households contained in the small area. 

The cancellations assist in the analysis of 
a given situation and hence permit more intelli- 
gent forecasting by clearing away extraneous 
detail which masks the essential point. A nota- 
ble example of cancellation is the historic 
decline in average household size which has 
persisted off and on from the first decennial 
census in 1790. It is of course cancelled out 
since it tended to affect all areas. A further 
point not to be overlooked is that any breaks 
in the continuity of the Census record due to 
definitional or procedural changes also tend to 
cancel, since both large and small areas are 
similarly affected. The varying treatment of 
quasi -households is an example. 

What is left after the cancellations is a 
record over time of average household size in 
the small area as a proportion of that in the 
large area. This of course is precisely what is 
needed to estimate average household size in the 
small area, since by assumption the average size 
of households in the large area is known. The 
ratios of relative household size tend to fluc- 
tuate in time about unity, since any residual 
trend represents a divergence in average house- 
hold size between the two areas. This fact sug- 
gests that the widening of such divergencies 
(the ratio moving further from unity) can be of 
only limited duration. Plotted as a time series 
on a chart, the line for unity will, in effect, 
operate as a magnet. The following are three 
examples of exceptional deviation from unity 
which has persisted for a long time. The 
reasons, however, seem fairly evident: 

Aroostook 
County, Me. 

Dukes 
County, Mass. 

Nantucket 
County, Mass. 

1890 1.24 .73 .72 

1900 1.24 .70 .70 

1910 1.23 .71 .71 
1920 1.23 .78 .72 
1930 1.27 .81 .83 
1940 1.23 .87 .89 
1950 1.19 .85 .85 

The measure, relative household size, has 

served its purpose as such, when, its past 
performance and what other considerations come 

into play, it is projected into the future. 

Simple graphical projections seem indicated, with 
readings made from the charts. It is at this 
point that the second property of this ratio 
which was mentioned above, becomes of service. 
For if we divide the proportion of large area 
population in each of the component small areas 
by the figure for relative household size, we 
obtain the proportion of households contained in 
each small area. The sum of these proportions 
will be precisely unity at any census date. For 
projected values, however, this sum will deviate 
from unity because each projected relative house- 
hold size was determined independently. Hence 
a small adjustment is required. Application of 
the proportions, adjusted to add to unity, is 
the final step, yielding a projection of house- 
holds for each component of the large area. The 
algebraic relations will now be set out, together 
with a practical computing procedure. 

For simplicity of notation a subscript i is 
suppressed in writing each lower case letter. 
Thus "q" stands for ". The letter i denotes 
a particular county, the counties always to be 
taken in the same sequence, i 1, 2, . . ., N. 

N is the number of counties in the state. Sum- 
mations, denoted by S( ), are all from i 1 to 
i N. In general a different set of the rela- 
tions below will hold for each point in time. 

p = population, 

P = S(p), 
q p/P, 
S(q) 1; 

h households, 
H S(h), 
r h/H, 

S(r) 1. 

It is assumed that H and the N values of q are 
given. Relative household size, denoted by s, 
is defined as: 

(1) s 
H 

so that 

(2) r = h/H 

Summing equation (2) we have: 

(3) S(r) = S(q/s) = (1/H)S(h) = i. 

At any census equation (3) must hold exactly. 
If for the projection period the values of s 
are determined independently of one another, 
however, equation (3) will not hold exactly. 
Writing as primed characters those quentities 
subject to adjustment and assuming that the 
adjustment can be spread proportionally over 
all counties, we have, with K a constant: 

(4) (1 /K)S(r') (1 /K)S(q/0) (1 /KH)S(h') 1. 

Multiplying each member by K we see that 

(5) K = S(q/s'). 

Equating the third member of (3) to the second 
member of (4), and also equating the second 
members of (3) and (4), we obtain: 



(6) h (H/K)(9/st), and 

(7) s Ks'. 

Practical computation: 

a) Read values of from charts (or otherwise) 
and 

b) divide them into corresponding (given) values 

of q. 
c) The sum of these quotients is K, the adjust- 

ment factor. 
d) Divide H by K and multiply this constant 

quotient into each quotient obtained in b), 

thus deriving the adjusted number of house- 

holds in each county. 
e) Compute adjusted values of s by multiplying 

each s' by K. Effect of adjustment can then 

be gauged. 

Reference has been m de herein to two dif- 
ferent ways of computing veralte household size 

in an area: (1) to relate total population to 

households, and (2) to ate only the population 

living in households to useholds. For any one 

date it is obviously imperative that average 
household size should be computed on the same 
basis for both the small areas, for which house - 
hold'estimates are to be made, as well as for the 

large area for which household estimates are 

already available. The uSe of either base (pre- 

serving consistency at am date) is permissable 
if it does not produce distortion in relative 

household size. 

Distortion can be ca sed by variations in 
the relative balance betty en population living 

in households as opposed o population in quasi - 

households. The danger s of a disproportionate 

change in quasi -household population in the 
small area. 

The following table indicates the magnitude 

of average household size using both bases for 

different types of areà. 

Ratios of Population by Type of Residence 
to Total Households in Area, 1950 

Area 

In 
House- 
holds 

In Quasi- Households 

TOTAL 
Insti- 

tutions Other Total 

Urbanized Areas: 
Central cities 3.186 .025 .138 .163 3.349 
Urban fringes 3.400 .021 070 .091 3.491 

Total 11 142 3.390 
Other urban 3.224 .036 .107 .142 

Total urban 3.242 .115 .142 

Rural nonfarm 3.454 092 08810 3. 34 
Rural farm 3.984 - .012 .012 

Total rural 3.667 055 .057 3.780 
U. S. 3.384 737 132 3.516 
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Table 2 gives an illustration of the first 
part of the procedure for estimating the number 
of households in each geographic division. The 
data through the next to the last column should 
be clear. The last column gives relative house- 
hold size. The United States average in the 
next to last column becomes the denominator for 
the corresponding date for each of the nine 
divisione. 

The accompanying charts show fluctuations 
from 1870 in relative household size, with 
possible projections indicated for the period 
after 1950. 

Readings from these charts provide all 
the data needed to produce estimates of future 
households in these areas except for the required 
population projections and the national household 
projection. These charts with their accompanying 
tables are included to give some idea of the 
behavior of these ratios. It is also worth 
noting that the measures of relative household 
size need not be changed if a different household 
projection should be substituted for the large 
area, or if different general population pro- 
jections should be used. 
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TABLE 1 

VARIATIONS IN MEAN HOUSEHOLD SIZE BETWEEN COUNTIES 

1950 

Number of 
Counties Mean* 

Standard 
Deviation 

Coefficient of 
Variation 

Total Metro. 
Non- 

Metro. =Al 
Non- 

Metro_ Metro, 
Non- 

Metro. Total Metro. 
Non - 

Metro., 

United States 3,102 284 2,818 3.54 3.51 3.56 .38 .22 .39 10.7 6.3 10.9 

Northeast 217 77 140 3.41 3.51 3.40 .17 .13 .19 5.1 3.8 5.6 
North Central 1,056 82 974 3.36 3.50 3.36 .25 .16 .25 7.3 4.6 7.5 
South 1,416 95 1,321 3.76 3.50 3.78 .38 .25 .38 10.0 7.3 10.0 
West 413 30 383 3.33 3.49 3.35 .36 .20 .36 10.7 5.8 10.8 

Divisions 

New England 67 20 47 3.39 3.51 3.39 .19 .20 .22 5.6 5.7 6.6 
Middle Atlantic 150 57 93 3.41 3.51 3.41 .16 .15 .17 4.8 4.2 5.0 
East North Central 436 56 380 3.34 3.51 3.34 .17 .14 .17 5.0 4.1 5.1 
West North Central 620 26 594 3.37 3.25 3.38 .29 .17 .29 8.5 5.3 8.6 
South Atlantic 582 54 528 3.89 3.53 3.92 .37 .25 .36 9.4 7.0 9.1 
East South Central 364 17 347 3.87 3.57 3.89 .34 .21 .34 8.8 5.8 8.7 
West South Central 470 24 446 3.51 3.39 3.52 .29 .27 .29 8.2 7.9 8.1 
Mountain 280 9 271 3.43 3.36 3.44 .38 .16 .38 11.0 4.7 11.1 
Pacific 133 21 112 3.13 3.08 3.14 .18 .16 .19 5.8 5.1 5.9 

* Unweighted means of county averages of persons per household. 

Note: Except for New England, metropolitan counties are those included in C usus of Population: 195Q, Vol. II, 
Part 1, Table 26. For the New England Stetes, they are the counties (rather than towns end cities) 
given in County and City Data Book: Appendix Table D -1. Berkshire County, Mess., was also regarded 
as metropolitan. 
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Illustrative 

Census 
Date 

¡gigUnited 1870 
1880 
1890 
1900 
1910 
1920 
1930 

1994500 

1870 
England 1880 

1890 
1900 
1910 
1920 
1930 

1950 

Middle 1870 
Atlantic 1880 

1890 
1900 
1910 
1920 
1930 

19 50 

1880 
1890 

1900 
1910 
1920 
193o 

1950 

1870 

Central 1890 
1900 
1910 

1920 

RELATIVE HOUSEHOLD SIZE 

Computation 

Population 

38,558,371 
50,155,783 
62,622,250 
75,994,575 
91,972,266 
105,710,620 
122,775,046 
131,669,275 
150,697,361 

,487,924 
4,010,529 
4,700,745 
5,592,017 
6,552,681 
7,400,909 
8,166,341 
8,437,290 
9,314,453 

8,810,806 
10,496,878 
12,700,800 
15,454,678 
19,315,892 
22,261,144 
26,260,760 
27,539,467 
30,163,533 

9,124,517 
11,206,668 
13,471,840 
11,985,581 
18,250,621 
21,475,543 
25,297,185 
26,626,342 
30,399,368 

3,856,594 

8, 890,4439 
10,347,423 
11,637,921 
12,544,249 
13,296,915 

14,061, 39944 

TABLE 2 

for Geographic Djvist2ns 
op. HHooumeholds 
In Percent 

91-M 

7,579,363 5.087 100.0 
9,945,916 5.043 100.0 
12,690,152 4.935 100.0 
15,963,965 4.760 100.0 
20,255,555 4.541 100.0 

9,904,663 100.0 
34,948,666 3.768 100.0 
42,857,335 3.516 100.0 

740,271 4.712 92.6 
872,075 4.599 91.2 

1,034,262 4.545 92.1 
1,236,929 4.521 95.0 
1,464,942 4.473 98.5 
1,703,812 4.344 100.1 
1,981,499 4.121 100.4 
2,208,351 3.821 101.4 
2,616,797 3.559 101.2 

1,757,223 5.014 98.6 
2,151,666 4.878 96.7 
2,677,980 4.743 96.1 
3,320,337 4.655 97.8 
4,235,675 4.560 100.4 

6,3$74,3080 4.120 10000.3 
7,294,488 3.775 100.2 
8,622,808 3.498 99.5 

1,757,835 5.191 102.0 
2,213,547 5.063 100.4 
2,820,912 4.776 96.8 
3,488,620 4.582 96. 
4,214,820 4.330 95.4 
5,143,913 4.175 96.2 
6,362,823 3.976 96.8 
7,290,676 3.652 96.9 
8,829,542 3.443 97.9 

722,476 5.338 104.9 
1,175,470 5.238 103.9 
1,777,693 5.001 101.3 
2,143,925 4.826 101.4 
2,592,069 4.490 98.9 
2,957,849 4.241 97.7 
3,317,881 4.008 97.6 
3,698,161 3.655 97.0 
4,153,167 3.386 96.3 

Households 
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TABLE 2 

- 2 - 
Pop. /Hou eholds 

Census in Percent 
Population Households U.S. 

1870 5,853,610 
Atlantic 1880 7,597,197 

1890 8, 57,920 
1900 10,443,480 
1910 12,194,895 
1920 13,990,272 
1930 15,793,589 
1940 17,823,151 
1950 21,182,335 

South 
1870 

5,4585, 51 
1890 6,428,770 
1900 7, 7,757 
1910 8,409,901 
1920 8,893,307 
1930 9,887,214 
1940 10,778,225 
1950 11,477,181 

1870 2,029,965 
1880 3,334,220 
1890 4,554444,123 

1900 6,532,290 
1910 8,784,534 
1920 10,242,224 
1930 12,176,830 
1940 13,064,525 
1950 14,537,572 

Mountain 1870 315,385 
1880 653,119 
1890 1,156,326 
1900 1,674,657 
1910 2,633,517 
1920 3,336,101 
1930 3,701,789 

950 5,08998 

1870 1 675,125 
1890 1,871,287 
1900 2,416,692 
1910 4,192,304 

,566,871 
19 0 ,194,433 194o 9,733,262 
1950 14,486,527 

1,132,621 
1,463,361 
1,687,767 
2,078,603 
2,539,270 
2,991,628 
3,511,860 
4,291,395 
5,540,342 

1,053,ís866 
1,217,097 
1,520,339 
1,796,832 
1,977,381 
2,273,359 
2,626,791 
2,991,927 

408,717 
644,364 
85,,023 

1,2 7,871 
1,827,105 
2,242,810 
2,868,262 
3,386,552 
4,103,354 

73,597 
144,891 
239,940 
367,932 
614,656 
803,853 
914,408 

1,126,190 

152,929 
227,356 
380,478 
519,406 
970,186 

1,445,350 
2,300,191 
3,026,062 
4,552,673 

5.168 
5.192 
5.248 
5.024 
4.803 
4.676 
4.497 
4.153 
3.823 

5.283 

5.282 
4.965 
4.680 
4.498 
4.3+9 
4.103 
3.836 

4.967 
5.174 
5.321 
5.072 
4.808 
4.567 
4.245 
3.8 ,58 
3.543 

4.285 
4.508 
4.19 
4.552 
4.285 
4.150 
4.0488 

3.508 

4.415 
4.902 
4.918 
4.653 
4.321 
3.852 
3.563 
3.216 
3.182 

101.6 
103.0 
106.3 
105.5 
105.8 
107.7 
109.5 
110.2 
108.7 

1 5.2 
107.0 
104.3 
103.1 
103.6 
105.9 
108.9 
109.1 

97.6 
102.6 
107.8 
106.6 
105.9 
105.2 
103.4 
102.4 
100.8 

84.2 
89.4 
97.6 
95.6 
94.4 
95.6 
98.6 

99.8 

86.8 
97.2 
99.7 
97.8 
95.2 
88. 
86.8 
85.4 
90.5 
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TABLE 2 

- 3 - 

For a discussion of comparability of data see U.S. Census of 
Population: 1950, Vol. IV, Special Reports, Part 2, Chapter A, 
General Characteristics of Families, pp. - 9. The data herein 
follow Table B, p. 8, of this reference. Table B, however, is 
for the U.S. as a whole and covers only the period 1890 - 1950. 

Household data 

Data for 
1,370 

1880 - 1900 
1910 - 1920 
1930 
1940 
1950 

taken from the following Population volumes: 
Volume 
for 
1x90 
1900 
1920 
1930 
1940 
1950 

Reference 
Part I, Table d7, p. 914; 
Vol. II, Part II, Table LXXXVIII,p.clx; 
Vol. II, cap. XIV, Table 2, p. 1267; 
Vol. VI, Table 40, p. 33; 
Vol. IV, Part 1, Table 51, pp. 162 - 163; 
Vol. II, Part 1, Table 47 for U.S. 

and Table 22 of each State Part. 

Prior to 1950, except for 1900 and 1930, the data labeled 
"households" are for "families" and necessarily include the 
relatively small number of quasi families. In 1900 and 1930, 
however, the data are for "private families ", (excluding quasi 
families) and are generally comparable with "households" in 
the 1950 Census. 

Population data taken from the following volumes: 
Volume 

Data for for Reference 
1670 - 1950 
(except 1890) 1950 Vol. II, Part 1, Table 6; 
1890 1900 Vol. II, Part II, Table LXXXVIII,p.clx. 

Persons in Indian territory and on Indian reservations were 
enumerated for the first time in 1890. No "family" data, how- 
ever, are available and hence the 325,464 persons are excluded. 



EFFECTIVENESS OF OUR TOOLS FOR ESTIMATING POPULATION CHANGE IN SMALL AREAS 

By: Carl M. Frisen 

California Department of Finance 

The widespread interest in demographic data 
relating to small areas is reflected in the 
number of agencies listed in "Local Population 

Estimates Prepared by State and City Agencies: 
1957 -58 ", published by the United States Bureau 
of the Census in its Current Population Reports, 
Series P -25, No. 178, in June 1958. A summary 
is provided of the estimating work done by 62 
state agencies and 33 city agencies. Also 
included is a useful discussion of the problems 
and limitations involved in the preparation of 
small area estimates. From the information 
included, it is apparent that the users of 
population data, involving both governmental 
agencies and private organizations, have been 
able to stimulate a great deal of activity aimed 
at providing population information on a current 
basis. As a result, county population estimates 
are now generally available and in many states 
the populations of cities and towns are 
estimated at regular intervals. 

From the standpoint of the producer of 
demographic materials, problems of method - such 
as the choice of the most effective tool in a 
given instance - depend upon the questions posed 
by the user of the data. For the most part, it 
is likely that these questions will call for one 
or more of the following types of information: 

1) estimates of total or civilian population, 
for one or more small areas; 

2) measures of the components of change, 
particularly the volume of net civilian 
migration; 

3) analysis of the composition of population 
with the concern likely to involve age, 
sex and color or race; 

14) estimates of the number of households, 
and factors relating to the formation 
of households and families since the last 
federal census. 

A second consideration relates to the 
nature of the small areas for which these types 
of data may be needéd. If the State is 
considered the largest "small area" in this 
discussion, administrative needs may range from 
state, counties and cities, through less widely 
recognized but formally delineated units such as 
hospital districts, school and 
townships, to such amorphous areas as unincorp- 
orated places, marketing areas and the like. 

From the standpoint of the producer, then, 
the administrator's request for demographic 
information poses problems in tends of the 
nature of the data that are desired and in terms 
of the specific areas involved. This means that 
the demographer must first determine whether 
symptomatic data are available that can measure 
the factor with which he is concerned, be it 
total population, net migration, age distribution 
or whatever, and secondly he must ascertain 
whether the symptomatic data are available for 
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the geographic areas designated. Once the 

availability and accuracy of the indicators are 
determined, there remains the problem of their 
applicability in terms of technique. 

At this point it is deemed appropriate to 
suggest two classificatory schemes that may 
contribute perspective in analyzing the current 
picture. The first of these is applicable to the 
symptomatic data used in the estimating process, 
while the second is concerned with how the 
estimating technique relates to components of 
population change. 

The indicators selected by various estimators 
may be classified on the basis of the degree to 
which they relate to the population that they seek 
to measure. One class of variables may be termed 
indirect, since measurements are expressed in 
units other than persons. Data on utility 
connections, rural route box holders and occupied 
or total dwelling units are of this type, for 
they require a factor for the average number of 
persons per unit before an estimate of population 
can be made. A second class of variables 
includes those that are direct, in that they are 
measured directly in terms of numbers of people. 
A distinction may be made in this class between 
indicators that are partial and total. Partial - 
direct variables are limited to certain c asses 
or elements of the population and the relationship 
of the subgroup to the total must be established 
prior their use in estimating. Among the 
variables of this type are school enrollment data, 
selective service registration, birth statistics 
and motor registrations. Total -direct variables 
are complete in their coverage, relating to all 
segments of the population and include morbidity 
and mortality records. Illness, accidents and 
deaths occur at all ages, in both sexes and among 
all races. 

An alternative classification may be made in 
terms of how the estimating techniques measure 
population change. 'Some methods, such as the 
Census Bureau's methods I and II, estimate only 
net civilian migration, and other components of 
change must be obtained separately and combined 
with the migration estimate to indicate total 
population change. Other methods provide a 
measure of total population change only, and net 
migration may be derived only as residual 
subtracting other components. Bogue's vital 
rates method is of this type, as is the dwelling 
unit method currently being used in California's 

city population estimating program. A third 
category, which may be termed composite, includes 
estimates based on combinations of methods some 
of which measure net migration only while others 
estimate total change. One such combination has 
been used by Bogue and Duncan in estimating the 
population of cities in Illinois by age, sex and 
color. Here, school enrollment is used for the 
younger ages, fertility ratios for the middle 
ages, and specific death rates for the older ages. 
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As modified by the Census Bureau for purposes 
of a test against the 1950 census, reported on 
in a paper by Shryock, Siegel and Greenberg 
read at the Population Association meeting in 
May 1957, the Census Bureau's method II was used 
to estimate preschool and school -age migration, 

while the 18 -44 year old change and the 115 year 
and over change were estimated as total pop- 
ulation change. 

For the moment, lét us direct our attention 
to the questions facing the demographer who is 
assigned a specific problem for solution. Many 
of the analyses of estimating methods fail to 
give sufficient emphasis to population estimates 
in terms of their role in the administrative 
process. The effect of this role may be 
illustrated in the case of various requests for 
city population estimates in California. From 

time to time State agencies ask for current 
estimates for one or more incorporated places in 
the State, perhaps for use in making a general 
evaluation of changes in agency workloads. 
Ordinarily the Department of Finance will depend 
upon extrapolations from special censuses or 
locally published estimates as sufficiently 
accurate under these circumstances. The problem 
is of a different order when the question is 
posed: can satisfactory population estimates 
for cities be prepared that will serve as the 
basis for allocating State -collected funds on a 
per capita basis? This question was raised by 
the League of California Cities in exploring 
alternatives to the use of special censuses in 
officially determining population change. It 
is readily apparent that in the requests cited 
we are concerned with two different definitions 
of "satisfactory" as applied to population 
estimates for cities, and the demographer must 
be aware of these differences and what they mean 
in terms of data gathering and method. In the 
case of the study for the League of California 
Cities, an effort was made to furnish a criterion} 
for determining whether a given estimate was 
satisfactory by approximating the financial 
effect of consistently underestimating a city's 
population as compared with the funds received 
under procedures then currently in use by the 
city. That is, an estimating technique might be 
deemed unsatisfactory if a likelihood existed 
that some cities would receive smaller amounts 
of allocated funds over a period of time than 
would be true under the procedure previously in 
effect. 

Before any test of accuracy or acceptance 
can be applied, however, the.producer of 
population estimates must determine what tools 
are at hand for the task assigned by the 
administrator. The first question to arise is: 
what symptomatic data are available for the 
specific areas involved? When cities are the 
object of study, a number of possible indicators 
may be explored. Records of elementary school 
enrollment are sometimes available, though in 
California few cities have school district 
boundaries that coincide with or even approximate) 

city boundaries. In instances current 
information can be obtained from school records 
relatively easily, but it is not possible to 
derive data for an earlier census date that must 
serve as the benchmark. Statistics on births 

and deaths are tabulated annually for most of 
the cities in the State, with detailed data, 
such as deaths by age, sex and race and births 
by age of mother, compiled for cities of 50,000 
and over. Again, local building permit records 
on residential construction are maintained by 
most California cities, though there are 
differences in the completeness of coverage and 
the time span covered by the records. Finally, 
information on residential meter connections 
can be obtained from utility records, though 
there maybe dome problems of interpretation of 
data maintained by some municipal utilities. 
This brief summary of the major types of 
indicators found in seeking to establish a broad 
test of city population estimating techniques 
shows that it is possible to find some instances 
of all three classes of symptomatic data, and in 
turn to utilize them through all three classes 
of method. 

Looking first at partial -direct variables, 
the present discussion is limited to the use of 
reported school -age population rather school 
enrollment. Special censuses report population 
by age for cities of 50,000 and over and for a 
limited number of smaller cities that contract 
for the detailed information. Since the Census 
Bureau's methods I and II use the school 
enrollment to estimate related population age 
groups, it is feasible to substitute the 
appropriate population directly in the methods, 
thus testing their ability to estimate net 
civilian migration for all ages. Through this 
procedure, it is possible to avoid problems of 
availability and accuracy of school enrollment 
data. 

Questions of this order should be explored 
thoroughly, however, if only to assure that the 
results will receive proper interpretation. For 
example, the City of Los Angeles has been 
included in the published results of a number of 
tests of method II as applied to large cities in 
the United States. A proper check in advance 
would have shown that elementary school enroll- 
ment data for the Los Angeles school district 
cover an area approximately 20 percent larger in 
population than the total within the corporate 
limits of Los Angeles. In actuality, it is not 
possible at the present time to employ only a 
school enrollment -based method to estimate the 
population of the City of Los Angeles, and it is 
preferable that this be recognized before the 
city is included in the test of the accuracy of 
such an estimating technique. 

Also needed is a series of testa of the 
reliability of school enrollment as a measure 
of population of a specific age group, rather 
than the present implicit assumption in many 
tests that differen.c 



result only from the operation of the estimating 

method. This is important because errors in the 

measurement of the population of school age 
become magnified in the natural- increase -and- 

net- migration methods. 

The use of Special censuses by California 

cities has provided a basis for testing of 

estimating methods against census standards, but 

the distribution of special census dates through 

time operates to limit the strict comparability 

of results. For most tests, therefore, a 

distinction is made between estimates for dates 

in 1955 and later, as compared with tabulations 

that include estimates for earlier years. 

An initial test was made of the Census 

Bureau's method II as applied to 12 California 
cities, the total number of cities for which 
necessary data by age has been published. These 

estimates differed on the average by 5.8 percent 
from the published census figures. It was 
possible to apply method I to a total of 26 
cities that had taken 34 special censuses after 

April 1, 1950. In using this method, an adjust- 

ment factor was incorporated into the procedure 
on the basis of earlier experimental work which 
showed that greater accuracy should result. For 

the total of 34 special censuses, the average 
difference of the estimates was 3.6 percent, 

while estimates for the 17 special census dates 
after January 1, 1955 differed from the census 

results by an average of 4.9 percent. Using the 
same 12 cities included in the method II test, 
the average deviation for method I was 4.3 
percent. When the method I and II estimates 
were averaged for the 12 cities, the average 
difference was reduced to 3.4 percent. 

A second test combined a partial -direct 
variable, live births, and a total -direct 
variable, deaths, with a method that measures 
total population change, that is, Bogue's vital 

rates method. Forty -five cities were included 
in this test, and the average difference of the 
estimates was 11.9 percent. Only 13 of the 45 
estimates were within 5 percent of the special 
census results and 23, or more than half, 
differed by 10 percent or over. As might be 

expected, the estimates were predominantly lower 
than the special census results. 

It is evident that the vital rates method 
is at best applicable only to large and very 
slow- growing cities. This is confirmed by data 
in Shryock's paper on the "Development of 
Postcensal Population Estimates for Small Areas ", 
presented at the 1957 Conference on Research in 
Income and Wealth, showing that the "natural 
increase method ", which makes use of birth and 
death statistics and assumes that net migration 
equals zero, showed smaller average deviations 

than the vital rates method r the 92 cities 
included in the test. 

The third class of estimating technique was 
termed the composite, because it combines both 
component -of- change and total -change methods. 
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Some experimental work has been carried out with 
the age -specific -death -rate method, which may be 

used to estimate the population aged 15 years and 
over in combination with either method I or II 

for estimating the population under 15 years of 

age. Estimates for cities were prepared, using 
deaths by sex and by 10 -year age groups. For 

eight cities included in the initial test, 
estimates of the population aged 15 years and over 
differed from special census totals by an average 
of 4.7 percent. Interestingly enough, the 
greatest differences in age groups appeared in the 
15 -24 year, 25 -34 year and 75 year and over age 
groups. 

In 1954 a test of the age -specific -death -rate 
method was made, deriving 1950 population 
estimates for 29 states with relatively small 
nonwhite populations. These states were used so 
that 1940 -50 change in the age -specific white 
death rates for the United States could be used 
in estimating changes in state death rates. The 

estimates of total population aged 15 years and 
over differed from the 1950 census by an average 
of 4.6 percent. For the population aged 15 years 
and over, the average deviation for the 29 states 
was 2.4 percent. These results point to the 
utility of the age- specific- death -rate method for 
preparing estimates by age, particularly for the 
older age groups. In this same test, a check of 
the 1950 population estimates by 10 -year age 
groups for ages 15 through 84 years and 85 years 
and over for the five largest states, New York, 
California, Pennsylvania, Illinois and Ohio, 

showed that the estimate for only one age group -- 
the 15 to 24 year olds in Pennsylvania -- differed 
by more than 5 percent from the census figure. 

The discussion so far has dealt only with 
partial -direct and tótal -direct indicators, 
involving the use of symptomatic data expressed in 
numbers of people. The tests of methods and 
indicators suggested the need for further efforts 
to improve the accuracy of city estimates. The 

next step was to examine the availability, 
accuracy, and applicability of such indirect 
indicators as building permit records and utility 
data. 

One test endeavored to explore the possibility 
of estimating change in the number of persons per 
household, assuming that an accurate measure of 
change in the number of households could be 
achieved. That is, the reported number of 
occupied dwelling units at the time of the special 
census was used to measure change in dwelling 
units from 1950, while change in the number of 
persons per household was estimated by relating 
each city's average to the national pattern as 
reported in the Current Population Survey. 
Population estimates were prepared for 59 
California cities, including 66 special censuses 
in 1955 and 1956. The average deviation of the 
estimates was 3.63 percent. These cities ranged 
in size from 1,700 to 2,244,000 at the time of the 
special censuses, with growth after the 1950 
Census ranging up to 536 percent, and with at 
least 10 cities reporting over 100 percent gains. 
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A second test dealt with the use of Utility 
records as a basis for estimating change in the 
number of occupied dwelling units or households. 
Through the cooperation of the major utilities 
in the State, information for almost all of the 
more than 360 cities in California is available 
for use in tests and estimate preparation. The 

major problems of the use of electric meters for 
this purpose are well known: the existence of 
master meters particularly in public housing and 
in trailer parks; the tendency to leave meters 
active although the premises are vacant; the 
effects of economic change on the relationship of 
meters to households; and others. In tests to 
date, estimates of the number of occupied dwelling 
units have been prepared for 44 cities that have 
taken 64 special censuses since January 1, 1955. 
In a test of 26 special censuses taken in the 
San Francisco Bay Area, the average deviation of 
the estimates of the number of occupied dwelling 
units was 2.5 percent from the reported figures, 
with cases showing differences of 5 percent or 
more. These five cities are all located in one 
county and involve areas where war housing and 
master metering was operative in 1950, with 
considerable change since then. A check of 
estimates applied against 38 special censuses in 
the Los Angeles -Long Beach Metropolitan Area 
showed an average deviation of 1.5 percent from 
the reported occupied dwelling units, with the 
largest deviation under 5 percent. In the 
Southern California test, the benchmark dates 
were special censuses in 1952 and 1953 rather 
than the decennial census of 1950. 

These data suggest that it is possible to 

prepare estimates of the numbers of dwelling 
units in cities that are sufficiently accurate to 
stand as estimates of the number of households 
for those agencies needing such figures. Further, 
it would appear that satisfactory estimates of 
population can be derived from these data. One 
test, applied to 23 cities in the San Francisco 
Bay Area, related percentage change in the number 
of occupied dwelling units based on utility data 
to percentage change in the total population, 
using an equation based on census data from 32 
cities that took special censuses between 
January and April of 1956. The average differ- 
ence of the 47 estimates for these 23 cities 
from the census standards was 4.2 percent, with 
6 estimates differing more than 10 percent. 

The Census Bureau, in its use of this general 
type of approach, has included a modification in 
which the numbers of persons per household under 
18 years of age and 18 years and over have been 
handled separately. This modification has been 
tested, using the national pattern of change as 
a guide for estimated local averages. For the 
same 12 cities used in the test of methods I and 
II, estimates of total population aged 18 years 
of age and over showed an average deviation of 
2.5 percent from the special censuses. At the 
present time this procedure is used for all 
official city estimates where a basis exists for 
establishing trends of change for the two age 
groups. 

Another modification has been incorporated 

in the preparation of recent estimates for the 
cities of Los Angeles and Oakland With the 
cooperation of the City Planning commission staffs, 
data were developed for four subareas in Ins 
Angeles and five subareas in Oakland, so that 
allowance could be made for subarea differences in 
change in the number of persons per household. It 
is believed that both estimates gained greater 
accuracy through this intermediate step, because 
both cities display markedly different patterns 
between subareas. 

While the conclusion must be considered 
tentative, it is important to observe that the 
tests of the dwelling unit method suggest that 
neither the size of a city nor its rate of growth 
appears to influence the accuracy of an estimate. 
On the other hand, only the taking of a large 
number of special censuses has provided assurance 
that change in the number of persons per household 
can be traced over the years since the last 
decennial census. Further, each estimate must be 
developed individually in order to achieve maximum 
accuracy. 

Do we have effective means for measuring 
population change in small areas? The answer 
would appear to be a qualified "yes ". A variety 
of methods exist for translating symptomatic data 
into population measures, at least for the most 
widely recognized formally defined small areas 
such as states, counties and incorporated places. 
With varying degrees of applicability and accuracy, 
these methods will describe total populations, 
characteristics such as age, sex and color, 
components of change, numbers of households, and 
so forth. The degree of effectiveness is likely 
to depend in large measure on the recognition that 
indicators and methods must be related to specific 
cases. This is illustrated by the fact that 
limited testing of method I on California cities 
led to the introduction of a relatively simple 
adjustment factor that results in method I giving 
generally more accurate estimates for California 
cities than method II. It is quite possible that 
a further analysis of method II as applied to 
cities will again reverse the relationship, 
although there is no inherent reason for one 
method being more accurate than the other. Their 
differences arise primarily from the age groups 
selected as partial -direct indicators of migration. 

The comments of the Census Bureau on the very 
limited extent to which state and city agencies 
report testing of the methods they use points to 
the need fora considerable expansion of testing 
activity before population estimates are accepted 
as satisfactory in terms of the criteria 
applicable. Admittedly this type of testing 
cannot always be done, but it may be that the 
producers of population estimates must share some 
blame for this in that they have not convinced the 
users -- the persons who originate requests and 
utilize results -- that the lack of sufficient 
time and adequate facilities to collect and 
check symptomatic data and to test and modify 
methods can only reduce the effectiveness of the 
population estimates and limit their value as 
administrative tools. 



PROJECTING THE DISTRIBUTION OF POPULATION BY 
SUBAREAS OF THE URBAN COMMUNITY 

By: Chester Rapkin, University of Pennsylvania 

I think Congress should strike a special 
medal to be awarded to statisticians and demo- 
graphers who venture estimates of the popula- 
tion of small areas. Some of us remember 
past population estimates and projections for 
the nation as a whole and offer embarrassed 
retrospective explanations. In small areas 
where the basic data components of an esti- 
mate are less reliable and where the evil 
hand of chance swings a more uncertain arc, 
our calculations are even more fraught with 
uncertainties. As yet, for example, the pre- 
paration of estimates of the size and composi- 
tion of inmigrants to an urban area are still 
within the realm of art rather than science. 

Within the past two decades, an additional 
difficulty has been added to our already heavy 
burden. Military service calls some of the 
young men of the population and by a com- 
plicated process redistributes them: some 
within the nation, and some abroad; some in 
concentrated accommodations, some in 
civilian quarters. Before I had the pleasure of 
reading the work of Siegel and Zitter, I parti- 
cipated in or witnessed many a session devoted 
to statistical projections in which the size of 
the military population was estimated in very 
much the same manner as the young men are 
selected for duty. 

But despite all our misgivings, Frisan 
tells us that our instruments for estimating 
population change in small areas are perhaps 
sharper than we have thought. In any event, 
we now have available an impressive array of 
techniques, methods, sources of data, and 
even some significant theory. On the whole, 
therefore, aside from those areas that will ex- 
perience a drastic change in regimen, it would 
appear that the margins of error may be suf- 
ficiently narrowed to permit the projections to 
serve a useful purpose. 

Just as the force of circumstance demands 
the preparation of population estimates and 
projections for urban or metropolitan areas, be 
it for use by a public agency or a private firm, 
there has developed a growing demand for popu- 
lation data on subareas of the urban community. 
Although the public and private planners and the 
market analysts have frequently asserted that 
they would prefer data by census tract, they 
readily settle for a larger geographic unit, 
such as the planning analysis area or health 
area or a homogeneous group of tracts that they 
can label "a neighborhood." 
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It is understandable that efforts in this 
direction have been distressingly meager. Per- 
haps the best known are the gravity models pre- 
pared by the regional scientists and the distance - 
density formulae derived by Ernest Jurkat in 
which the distribution of the anticipated popula- 
tion is taken to be a function of existing popula- 
tion density and the distance from the core of 
the city, with modifications to allow for unusual 
features of the terrain or for natural impedi- 
ments. 

I should like to suggest that some future 
effort be devoted to an exploration of the pro- 
blem of estimating the future population of sub- 
areas within a city through an analysis of the 
housing sub -markets which comprise these 
areas. At this point I do not have a formula to 
propose and my comments therefore are general 
and in the nature of an initial exploration. 

The first step in such a series of calcula- 
tions is the derivation of a projection of the 
population of the city or metropolitan area based 
upon anticipated employment opportunities. Al- 
though people may desire to locate in one area 
rather than another for a multitude of reasons, 
the existence of acceptable or desirable income 
earning opportunities is unquestionably the most 
important. There is no doubt, for example, that 
the population of areas which exert a locational 
pull because of natural advantages would be 
sharply reduced if inmigrants could not find 
employment. 

The population projection must be trans- 
lated into an estimate of the total housing re- 
quirement for the community. This is done by 
calculating the manner in which the population 
will arrange itself into households which we 
take to be equal to occupied dwelling units. The 
number of households may be derived by the 
technique suggested by Hodgkinson, or by the 
techniques developed by Glick or by Winnick, or 
by any other suitable method. This figure yields 
an estimate of the total housing requirement for 
the community. The difference that exists be- 
tween this figure and the present number of 
dwelling units represents the likely volume of 
new construction, after due allowances are made 
for changes in existing stock and in vacancy ratio. 

The second step in this process rests on the 
assumption that the characteristics of a popula- 
tion in any given area will be closely related to 
the type of housing accommodations available in 
that area. Let me pose several situations for 
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your consideration. These may constitute some 
of the items in the catalogue of subareas and 
the types of changes that may occur within them. 

(a) Undeveloped or Sparsely Utilized Land 

Land of this description is almost in- 
variably found on the outskirts of the city or 
metropolitan area and, in fact, is even be- 
coming more difficult to find in these locations. 
If the post -war patterns do not change substan- 
tially, we can with confidence anticipate that a 
major proportion of the new housing require- 
ment will be met by the construction of single 
family homes in presently undeveloped areas, 
for since the end of World War approximate- 
ly 85 percent of all residential construction in 
the United States have been in units of this 
type. In a few scattered instances rental de- 
velopments have also been erected in these 
areas. For the most part, these rental unite 
have not been in high elevator structures, but 
in two- or three -story garden type accommoda- 
tions. But in either event, the population of 
the new developments has been singularly homo- 
geneous, a fact which warms the heart of the 
statistician, but saddens the sociologist. 

For example, a recent survey of population 
and households in the Philadelphia SMA con- 
ducted by the Bureau of the Census for the In- 
stitute for Urban Studies revealed that the pur- 
chasers of recently constructed homes had the 
following characteristics: approximately three - 
quarters of the household heads were between 
25 and 44 years of age; three -fifths earned 
over $6, 000; and three -fifths of the households 
consisted of three or four persons. Almost one- 
half of all the households possessed all three 
characteristics. These figures apply to all new 
home purchasers. There was far less varia- 
tion by subarea and by subdivision. 

(b) Built -Up Areas in Which There is Little or 
No Change Anticipated in the Number or 
Characteristics of the Structures 

The occupants of dwellings in areas of this 
type alter in number and in composition as a 
consequence of births and deaths and the aging 
of the population and of the successive stages 
through which the family cycle passes. Thus, 
if we think of an area that was a new subdivi- 
sion a decade ago, we now find that the toddlers 
have entered high school, that some of the grail 
parents have gone to their reward, and that 
father is at least ten years older. The changes 
wrought by time are mitigated by the turnover 
of property in the intervening period, a fact 
that serves to keep the aggregate for the sub- 
area from altering commensurately with 

changes in the resideàrfamilies. But, by and 
large, we have observed that the newcomers to 
an area possess characteristics which corres - 
ponded quite closely with those of the resident 
group. 

One of the most interesting population pro- 
files is to be found among the occupants of the 
more distinguished (and more expensive) down- 
town apartment structures. Most cities of size 
possess a number of accommodations of this 
type, some of which are merely comfortable, 
while others are indeed luxurious. A few 
recent studies have shown that the population 
composition of the occupants of these accommo- 
dations constituted a readily distinguishable 
group. In fact, a recent report conducted by the 
Institute for Urban Studies relating to the city 
of Philadelphia showed surprisingly few devia- 
tions from the group pattern. 

Field interviewe revealed that 97 percent of 
the heads of households were over 35 years old; 
in 94 percent of the cases there were no children 
in the household; 96 percent enjoyed a family 
income of more than $5, 000 a year. The em- 
ployment pattern was similarly concentrated. 
Ninety percent either worked in center city or 
were not in the labor force. Over 80 percent 
of the respondents fit into the first three cate- 
gories. Every respondent had at least one of 
the four characteristics. 

By comparison, in the total metropolitanarea 
80 percent of the household heads are over 35; 
50 percent have annual family incomes of more 
than $5, 000; 50 percent have no children; and 
33 percent work in center city or do not work. 
Only six percent, or 68, 000 households, fit 
into all four categories. Thus, center city pro- 
vides another illustration of a sub- market that 
draws a segment of the population with palpably 
distinct and readily identifyable characteristics. 

(c) Existing Areas in Which the Housing Stock 
Undergoes Major Changes 

Some sections of the housing inventory under- 
go sharp changes in quality within relatively 
short periods of time. In some cases, deterio- 
ration is experienced both in the physical 
nature of the accommodation and in the sur- 
rounding area. Frequently this is accompanied 
by the conversion of accommodations by sub- 
divisions into quarters of smaller size or into 
rooming houses. Change of this sort is ex- 
perienced during a period in which a large and 
rapid inmigration of population confronts an in- 
flexible supply of housing. If the inmigrant 
population has a low income earning capacity, 
it will not be able to pay the rents or prices 



commanded by accommodations of the size and 
quality available on the market. They therefore 
will be inclinëd to purchase smaller amounts of 
space at higher cost per square foot in the sub- 
divided buildings. In a twenty-block area of the 
west side of Manhattan, for example, the popula- 
tion rose from 33, 000 in 1950 to 39, 000 in 1956 
with virtually no new construction during that 
interval. In areas of this type, the population 
pattern alters sharply. Middle income families 
with children of school age tend to be reduced in 
number. The incoming population is likely to 
a racial or national minority with a distinct 
demographic structure. 

The extent of the inmigration in any par- 
ticular area can be estimated by analyzing the 
composition of the housing stock. The large 
and well -kept units are likely to remain in the 
same use, for the rents they command (per 
room) equal or exceed the payments that can be 
made by the low- income groups. The units that 
are susceptible to conversion possess few ameni- 
ties and can only be let at low rents. It is in 
these that the aggregate rent roll can be in- 
creased substantially by conversion to rooming 
houses. In the area noted above, brownstone 
and old -law tenement structures constituted 
virtually this entire category. 

Conversion of housing need not necessarily 
imply deterioration of quality. In many instances 
physical alterations are undertaken to modernize 
and improve a structure. These changes range 
from superficial refurbishing to major recon- 
struction. Conversions of the latter type 
usually take place in the more expensive areas 
of the city in the sections surrounding the central 
core. It is in these areas that a sector of the 
upper income group of the population maintains 
its residence, and the area is therefore sought 
not only for the convenience and quality of loca- 
tion, but also because it is a "good address." 
With few variations the characteristics of the 
occupants of these structures resemble very 
closely the residents of the expensive downtown 
apartments described previously. 

(d) Demolition of the Existing Stock and 
Succession of Uses 

In our dynamic urban society, the face of 
the city is constantly changing. Many a resi- 
dential structure is demolished and replaced by 
a new building. Very often the demolished 
structure is of low quality and, in fact, slum 
clearance may have been the reason for its 
destruction. On the other hand, the land may be 
so valuable in an alternative use that the acqui- 
sition and demolition of an existing structure, 
even of high quality, is justified in order to re- 
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lease the site from its previous use. In New 
York City the Hotel Marguery and the Ritz 
Carlton Hotel were demolished to make place 
for office buildings. In other instances, 
structures of quality were removed in order to 
provide land for public facilities, such as ex- 
pressways, bridges, courthouses or schools. 

In order to identify those areas that might 
be subject to demolition, it is necessary for 
the population analyst to study the real estate 
market. The demand for office space in New 
York, for example, provides an index of the 
rate of construction of new buildings and of the 
rate of demolition of property presently stand- 
ing on potential office building sites. If these 
are residential structures, then we can of 
course expect a further decline in the resident 
population as land use in the area continues to 
change. 

It is undoubtedly easier to estimate the 
changes that are expected to take place in an 
area slated for public renewal or redevelop- 
ment. In these cases the superseding use is 
stipulated in the plans of the governmental 
agencies and, in fact, may be dictated by a 
specific population policy. In other words, the 
renewal may be undertaken to provide accommo- 
dations for middle income families with children 
or to make available subsidized public accommo- 
dations for elderly low- income persons. 
Summary 

If the statistician is to explore the possibili- 
ties of utilizing changes in the housing market 
to assist him in estimating anticipated variation 
in the distribution and size of local population, 
he will of course seek to identify those variables 
that are strategic and that lend themselves to 
quantification. In view of the foregoing dis- 
cussion, it would appear that experimentation 
with the following possible independent varia- 
bles may prove fruitful: 

1. Quality index of dwelling units 
2. Age of dwelling units 
3. Persons per room 
4. Persons per dwelling unit 
5. Dwelling units per structure 
6. Persons per acre 
7. Distance from center of city 
8. Time of travel from center of city 
9. Rent or value per dwelling unit 

10. Rent or value per room 
11. Ratio of the value of land to total 

of land and improvements 
Experimentation with these factors may 

yield more than suitable techniques for esti- 
mating the population of subareas within a city. 
Without doubt, such endeavor will also serve to 
enhance our understanding of the nature and 
processes of neighborhood change. 
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DELINEATION OF DEMOGRAPHIC AREAS AND THE CONTIGUITY RATIO 

By: James M. Bashers, Purdue University 

In this paper several problems in defining 
and delineating demographic areas will be dis- 
cussed, and the potential value of the contigu- 
ity ratio solving these problems will be 
indicated.4. Let us regard a demographic area 
as a bounded area with a set of distinctive 
demographic characteristics, as compared with 

neighboring areas. Thus a demographic area is 
defined in terms of the characteristics of sub- 

areas which lie within and outside any given 
area. Therefore every demographic area should 
be delineated in terms of (1) the distribution 

of demographic characteristics within a larger 
area, of which the particular area is a part, 
and (2) the distribution of demographic charac- 
teristics within sub -areas of this area. 

Note that hierarchies of areas can exist - 
the area at one level of discussion may become 
the sub -area at the next higher level. Census 
tracts and their combination in urbanized areas 
may each in turn be examples of demographic 
areas. However, the implications of this paper 
are not limited to these areas. 

We shall consider the usefulness of a par- 
ticular delineation of areas for research pur- 
poses. Criteria should be developed for the 
suitability of a given delineation for research 
purposes. Such criteria would have two func- 
tions: first, they would serve as a guide to 
the delineation of new areas, and second, they 
would enable us to evaluate existing areas for 
their appropriateness in research. We may 
evaluate existing areas without reference to 
the original purposes for which they were 
delineated -whether for administrative or for 
research purposes. 

But we must see immediately that there is 
no general solution to this problem. No single 
criterion can be posed for a given set of areas. 
As the purposes of given research projects 
differ, so must the criteria which determine the 
usefulness of a set of areas for these purposes. 
In particular, the variables of importance will 

differ from project to project, as well as the 
statistics çamputed from these variables. The 
Shevky -Bells literature asserts that there are 
three types of demographic variables with dif- 
ferent spatial distributions. Nevertheless, we 
can consider the properties of criteria for 
particular variables and estimates. 

Any criterion which we propose will be re- 
lative to the number and size of areas into 
which a larger area is to be subdivided. As- 
suming equal sized areas (either geographic 
size or population size), we must consider the 
specific number of areas, for if the number of 
areas is increased, then better delineations 
may become possible. There are two problems - 
first, determining the best delineation rela- 
tive to a specific number of areas; second, 
determining the adequacy of this delineation 
with respect to the purposes of a specific 
project. If this delineation is not adequate, 
then the number of areas may be insufficient. 

In order to illustrate these statements, we 
may consider two of the purposes for which a 
research project may use observations on areas. 
The area data may be used to obtain estimates on 
sub - units, either sub -areas or individuals, or 
the area data may be related to structural, or 
aggregate, concepts. In the former case, the 
appropriate criterion must be a function of the 
ratio of variation between areas to variation 
within areas, i.e., a function of the correla- 
tion ratio.3 In the latter case a criterion is 
not so readily apparent. However, if areas meet 
a correlation ratio criterion, it seems likely 
that they meet most criteria appropriate for the 
latter case as well. 

Although a correlation ratio criterion 
seems appropriate to the discussion of single 
variables, two problems remain. First, this 
criterion will vary from project to project as 
the need for greater or less accuracy differs. 
Translation of a correlation ratio criterion 
into a statement specifying the accuracy of 
conclusions based on certain areas might be a 
solution. Confidence intervals within areas 
could be constructed. Second, when two or 
more variables are considered, and the purpose 
of research is to estimate the relationship 
between these variables, then the covariance 
should be maximized by the delineation of areas. 

A correlation ratio criterion may enable us 
to determine the best delineation of areas rela- 
tive to a given number of areas. It may also 
permit us to evaluate this relative optimum in 
terms of the accuracy needed. Further work must 
be done on the latter possibility. The contigu- 
ity ratio, however, may shed some light upon the 
former problem (as well as many other demographic 
problems.) 

contiguity ratio, developed by R. C. 
Geary,4 is an appropriate measure of the spatial 
clustering of characteristics of areas. The 
contiguity ratio is a two -dimensional general- 
ization of the Von Neuman ratio used in time 
series analysis. The contiguity ratio compares 
the sum of squared deviations between the value 
for each area with the values for its contiguous 
areas summed over all areas in the numerator 
with the variance in the denominator. Constants 
are chosen so that the expected value for a 
random distribution is unity. 

In Gearps notation, let the number of 
areas be n, the measure of the T -th area 
with number of connections KT. The contiguity 
ratio C is given by 

(ZT - 
T T T 

2k (ZT 



where 

K E KT 
sum over all 
counties 

sum over contiguous 

T' designate the 
areas contiguous 

to area T, 

ZTI is the measure 

counties of the contiguous 
area, 

Suppose we have three areas lying end-to- 
end, with values 5, 4, and 3 for each area. 
Then we have 

4 2 

revealing no effect of contiguity. 
Let us consider the uses of the contiguity 

ratio. By itself, the ratio tells us whether a 
single variable has a significant clustering 
effect. (Significance may be determined either 
by randomization or by classical normal theory.) 
Further, for a given area, the degree of cluster- 
ing between several variables may be compared. 

How does this measure of clustering relate 
to the delineation of demographic areas? Recall 
our definition of a demographic area as a bound- 
ed area with a set of distinctive demographic 
characteristics, as compared with neighboring 
areas. The measurement of clustering effects of 
characteristics therefore has a two -fold signif- 
icance for the delineation problem. Distribution 
of characteristics by sub -areas has significance 
outside and inside a particular' area. The fact 
of clustering itself, as may be demonstrated by 
the contiguity ratio, must be evidenced before 
an area may be delineated. 

But the contiguity ratio may guide feline - 
ation more specifically when used in conjunction 
with regression analysis. After the existence 
of a clustering effect has been demonstrated, we 
may seek an explanation for this effect. Re- 
garding the clustered variable as a dependent 
variable, we may select independent variables 
and compute a regression equation. The effects 
of the independent variables may be removed, and 
the residuals tested for a clustering effect. If 
the residuals are not clustered, then the inde- 
pendent variables have "explained" the clustering 
effect. Subject matter theory must supply the 
meaning of this "explanation." 

If the independent variables are distance 
measures, then the regression is equivalent to 
fitting a surface to the original variables with 
the contiguity ratio employed as a criterion of 
"goodness of fit." These distance measures may 
be represented in rectangular co- ordinates or 
polar co- ordinates. The distance measures in 
the regression may be supplemented by Classifi- 
cations of areas, which may be introduced into 
the analysis by covariance methods. 

By these means the gradient hypothesis and 
various zonal hypotheses of urban ecology may be 
tested. The amount of variation attributable to 
each effect may be determined. The contiguity 
ratio may be used to determine whether the clus- 
tering effect has been accounted for by these 
hypotheses. 
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Thus the contiguity ratio aids us directly 

in studying the distribution of demographic 

characteristics, and therefore in the delineation 

of demographic areas. But these methods may be 

turned to the evaluation of a given delineation 

as well. 
Recall that we wish to determine the best 

delineation of relative to a given number 
of areas. The surface representing the distri- 

bution of a variable must be considered. If the 

variation can be represented by a continuous 
smooth surface, then almost any delineation of 

areas will be as good as the best delineation. 

But if the variation is characterized by sharp 

fluctuations- canyons, deep gorges, and iso- 

lated peaks, so to speak- then the delineation 
must be tailored carefully to these configu- 

rations. The contiguity ratio used with a 

regression surface provides a partial answer 

to this question. The "goodness of fit" of 

smooth surfaces can be evaluated by these 

techniques. 
If our variables have smooth surfaces, then 

we may neglect detailed delineation problems, 
and concentrate our attention on insuring that 

a sufficiently large number of areas are used. 

If our variables have surfaces which are "almost 

smooth ", then we may be able to smooth them out 
by increasing the number of areas. The choice 

of smooth surfaces is by no means an easy task. 
In conclusion, we need criteria for the 

usefulness of areas. These criteria should 

derive from the consequences of using the areas, 

from the risk involved. These criteria should 

determine the best delineation relative to a 
given number of areas, and they should evaluate 
this "best" delineation. A correlation ratio 
criterion might be used for both of these 
problems. An alternative approach using the 
contiguity ratio calls attention to the 
smoothness of the surface of distribution of 
a variable. If the surface is smooth, then 

more attention should be paid to providing 
a large enough number of áreas, and less atten- 
tion should be paid to the particular deline- 

ation of boundaries for areas. 

1 This discussion is drawn in part from the 
author's unpublished Ph.D. thesis, "Census 

Tract Data and Social Structure: A Methodo- 
logical Analysis," University of North Carolina, 
1957. Daniel O. Price, Rupert B. Vance and 
James A. Norton have been of assistance in 
formulating these ideas. This paper was pre- 
sented at the Annual Meeting of the American 
Statistical Association, Dec. 1958, under the 
title, "The Definition of Population Clusters 
and the Contiguity Ratio," 
2 particular, Social Area Anal sis by 
Eshref Shevky and Wendell Bell, Stanford: 
Stanford University Press, 1955). 

3 The coefficient of intraclass correlation, 
rho, may be the best statistic for this purpose. 
See Leslie Kish, "Differentiation in Metropolitan 

Areas", American Sociological Review, 19 
(August, 1954 . 

4 "The Contiguity Ratio and Statistical 
Mapping" by R. C. Geary, The Incorporated 
Statistician, Vol. 5, No. 
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A SUGGESTED METHOD FOR THE DELIMITATION OF POPULATION CLUSTERS 

By: Arthur F. Loeben 

Planning Commission, Montgomery County, Pennsylvania 

A settlement pattern can be imagined 
in units of people, or in units of the places where 
people collect. In this paper the latter approach 
is used and the basic unit of the study is called 
the "stead. The farmstead and homestead is a 
familiar and well used notion in this country. It 
generally means the principal building, related 
structures, and areas directly related to the use 
of the stead. That notion has not been changed 
in its use in this paper. The use of the combining 
form "stead" has been expanded beyond farm- 
stead to include each single unit of activity such 
as store stead, schoolstead, theater stead, filling 
station stead and so on. 

Steads are the locuses, or focal points 
of the activity of people. Each of us has a set of 
steads within which we circulate, spending most 
of our time at one stead or enroute to another. 
The home, work place, church, store, school, 
theater, post office and other special steads 
constitute a normal set of steads. Some busy 
people have additional steads, such as this and 
similar type meeting rooms. 

The total pattern of steads in a landscape 
is a very useful index to the distribution of the 
population. If the steads can be isolated, and 
mapped, the raw -material or basic unit of the 
settlement pattern will become available in 
correct position and ready for further analysis. 

Individual steads can be identified on aerial 
photography at a scale of 1:20 000 and symbolized 
with a dot. The true shape of a stead could be 
retained but, it has been found that if the work 
is to be used at scales smaller than 1:250 000, 
the shapes will blur and lose their identity. 1 A 
large dot 140 feet in diameter2 is used to symbol- 
ize each stead, and is shown reduced to one -sixth 
its linear or one -thirty -sixth its area on Figure 
2. 

Ea dot is a dispersed stead. Very large 
and prominen Leads such as golf clubs, stone 
quarries, drive -in theaters and others are shown 
separately at true size and shape bya distinctive 
tonal pattern. Steads which are in clusters, close 
together and even piled on top of each other are 
isolated and delimited in what has been called a 
nucleated area. It is unnecessary to separately 
identify each stead within such areas. Therefore, 
many of the problems of photo interpretation of 
steads in congested areas are relieved for it is 
not always possible to single out a stead in such 
conditions. 

The mapping of a nucleated area is the 
first level in the generalization of steads, and 
also the first cluster of population to be delimited. 
The nucleated areas have important character- 

istics as follows: first, the shape of the area 
conforms to the shapes of the steads enclosed; 
second, the areal extent is determined by the 
number and shape of the steads enclosed; t bird, 
the number and classification of steads enclosed 
must be determined separately and usually by 
field investigation if it is necessary; fourth, the 
criteria used in establishing the areas can be 
varied as changing conditions arise. 

A nucleated area is characteristically 
the nucleus aroundwhich additional growth occurs 
in an urbanizing population. In quantitative terms 
anucleated area is the area enclosing a minimum 
of 5 steads with the distance between any two 
steads no more than 250 feet, measured from 
center to center. When minimum conditions are 
established, nucleated areas are extended when 
steads lie within 250 feet of the edge. Notice on 
Figure 2 that nucleated areas vary both in size 
and, shape. The largest is the Borough of Gettys- 
burg, and the smallest is often 5 steads compactly 
spaced at a road junction. Some areas have ex- 
tended fingers, others seem to jump back and 
forth across the road. In some cases, only a few 
more steads located in the gaps would be enough 
for the nucleated areas to coalesce into a long 
string. 

The criteria of 5 steads and a spacing of 
250 feet between steads are based upon previous 
studies as cited below. Further investigation into 
each dimension would be most desirable and in 
one almost a necessity. 

The spacing distance of 250 feet is from 
work by the Census Bureau. 3 In the definition of 
"urbanized area, " certain areas are included if 
they have a group of 100 dwelling units or more 
with a density of 500 or more per square mile. 
If the 100 units (steads) were evenly dispersed as 
far apart as possible over one -fifth of a square 
mile they would be at a density equivalent of 500 
per square mile. The distance between the units 
in such a dispersant would be 250 feet. 4 This 
distance is used in forming nucléated areas and 
in each area therefore, the steads are at a density 
equivalent to, or greater than the urban density 
used by the census. 

The minimum number of 5 steads rests 
on the work of Trewartha at the University of 
Wisconsin.5 His study of the Unincorporated 
Hamlet is an important work on the beginnings of 
nucleation in the settlement pattern. The work is 
based on intensive field study in Wisconsin, 
followed by an organized study over the United 
States with cooperating scholars and institutions. 
Trewartha concluded that a hamlet must have at 
least 5 steads. In addition, he suggested that the 



hamlet have some non -farm activity and that the 
maximum linear distance between outermost 
buildings be no greater than 1/4 mile. It is inter- 
esting to note the close relationship between the 
1/4 mile and the 250 feet of the census. If 5 steads 
are in a string each 250 feet apart the distance 
from center to center of the end steads would be 
1 000 feet. By measuring from outside to outside 
rather than the center, the distance could easily 
be 1 300 feet, just 20 feet short of 1/4 mile. 

Further work is certainly needed inthe 
problem of the minimum number of units in the 
smallest of population clusters. While Trewartha 
found 5 to be significant, further study may find 
some other number, or a combination of factors 
to be more significant. 

Figure 2 presents the settlement pattern 
of most of Adams County, Pennsylvania at the 
first stage of compilation and generaliztion. It 
was originally compiled at a large scale of 1 inch 
equals 1 667 feet and subsequently reduced by 
photography to its present scale. It is really the 
basic data compiled for further generalization 
and analysis. Figures 5, 6 and 7 are the end 
products of this stage in the research and are 
generalizations of Figure 2. 

A major development of the project has 
been the D -Line Method of analyzing a distribution. 
The D- Line Method has been developed by Klimm 6 
as a tool in the grouping, delimiting and general- 
izing of dispersants. The technique is fully ex- 
plained in Technical Report 3 of this project, 
however, it can be explained here briefly as it is 
applied to points. Only when it is applied to units 
having area, do several complications arise. 

Figure 4 shows the various types of ag- 
glomerations produced by applying the D -Line to 
a set of points. D is appliedto a set of points and 
lines are drawn connecting each pair of points 
which lie within D. Three types of agglomerations 
are formed in this matter; linkages, hollowag- 
glomerations and agglomerated areas. 

A linkage is two steads connected by a 
line D or less in length and, linkages can occur 
singly or in a series. If a series of linkages 
closes in on itself like a string of beads ahollow 
agglomeration is formed. Notice example K on 
Figure 4. The distance across the center between 
any 2 steads is more than D, and therefore cannot 
form an agglomerated area. 

An agglomerated area is formed by 3 steads 
each within D of the other 2. In Figure 4, H is a 
single agglomerated area, an isosceles triangle 
exactly D on each side. Groups of agglomerated 
areas occur as at J or E. In practical use the lines 
connecting individual agglomerated areas are not 
shown, and only tjle outer edges as at N are shown. 
But, it must be remembered that agglomerated 
areas of three or more steads are really a 
compounding of triangles. 

While the technique of using D is inde- 
pendent of the length of D, the selection of D to 
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be used depends on several factors. The choice 
of D is critical and, a search for the D seems 
futile. Because regions are different, and be- 
cause study objectives do vary, a flexible D 
suited to varying demands is probably the best 
answer. Furthermore, there is the question of 
scale. The smaller the D the less agglomeration 
of steads with a resulting large scale generalization. 
As D increases more steads are agglomerated 
and a smaller scale of generalization is ac- 
complished. A decision on the length of D must 
consider the region, the objective, and the scale 
of work and presentation. 

Three different D's were applied to the 
same data on Figure 2. The D's used were 1 000 
feet, 1 900 feet, and 1 mile. The first was 
arbitrarily selected, the second induced from the 
data on Figure 2, and the third used because it 
related to other studies in the project. 

The empirical D of 1 900 feet is the 
distance between the dispersed steads on Figure 
2 if all such steads were uniformaly spaced over 
that area. There are 3 835 dispersed steads on 
Figure 2, and the gross area of the map is 460. 2 
square miles. The steads within the nucleated 
areas are not included and neither is the area of 
all such nucleated areas. The total area of the 
nucleated areas is estimated to be 4. 6 square 
miles. If the 3 835 steads were uniformaly spaced, 
each the center of a hexagon, over the 455.5 
square miles, the distance between any two would 
be 1 900 feet. 7 

The 1 900 foot D used on Figure 6 pulls 
together into agglomerated areas groups of steads 
which are closer together than the uniform 
distance. Many steads lie within D of one stead, 
but not within D of 2. Such cases appear as 
linkages. There are a number of dispersed steads 
more than 1 900 feet fromtheir nearest neighbor. 
They appear as dots. Finally, there are empty 
areas without steads. 

The nucleated areas are usually associated 
with, or the center of an agglomerated area. In 
the actual agglomerating technique eachnucleated 
area is considered to be a mass of steads and the 
D distance is measured from the edge to the 
nearest stead. Notice examples M and L on 
Figure 4. The distance of the stead from the area 
determines whether a linkage, or an agglomerated 
area will be formed. In fact, when D becomes a 
mile in this area, as on Figure 7, the nucleated 
areas are submerged within the entire agglomer- 
ated area. 

Figure 7, with its mile D, is really a map 
of the empty areas. The emptiness of South 
Mountain on the West, and its foot hills, as well 
as scattered empty areas south and northeast of 
Gettysburg are well brought out. The State Park, 
and the institution on the western edge are oasis 
of settlement in a sea of emptiness. To the south 
is a finger of settlement poking up a valley into the 
mountain. The scalloped edge is due to the limits 
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of the map. As D is increased a large proportion 
of the area is agglomerated and the degree of 
generalization increased so as to exclude only 
direct and relatively pure areas of opposite 
characteristics. 

The effects of a successively increasing 
D, are illustrated in Figures 5 to 6 to 7. These 
maps could be altered by dropping the road net 
work, the linkages, and the dispersed steads 
thereby making a clearer map. There is also the 
possibility of generalizing nucleated, or ag- 
glomerated areas by applying a D -Line analysis 
to them rather than to steads. It must also be 
remembered that this test area aroundGettysburg 
is well developed. The average density is about 
85 persons per square mile. These techniques 
would have different effects applied to areas of 
different densities, or to areas with amore urban 
population. 

The work reported on here was supported 
by the Geography Branch of the Office of Naval 
Research. The basic research project into 
principles and methods of generalization in 
geography was conducted at the University of 
Pennsylvania, and directed by Professor Lester 
E. Klimm. This particular section concentrated 
on the problem of generalizing features in a 
landscape which could be represented as points. 
Other sections of the project sought to generalize 
single features with areal extent such as cropland; 
and, multi- feature combinations such as a combi- 
nation of woodland and pasture. The results have 
been reported to the Office of Naval Research 
under contract Nonr 551 (01). 

FOOT NOTES 

1. Arthur F. Loeben, 'Geographic Represen- 
tation of Rural Settlement, " an unpublished 
paper read before Section E of the 1956 
Annual Meeting of the American Associ- 
ation for the Advancement of Science. 

2. The dimension of 140 feet was selected after 
studying the average size of stead, and the 
visual retention of a dot upon several re- 
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TYPES OF AGGLOMERATIONS 
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PATTERNS OF HEAPING IN THE REPORTING OF NUMERICAL DATA 

By Stanley H. Turner, University of Pennsylvania 

When a person is asked to volunteer nu- 
merical data, he either gives a precise an- 
swer or he does not. That is, he bases his 
response either on precise information or a 
somewhat hazy estimate. This paper tries to 
explain a certain type of pattern that 
emerges from data based on numerical esti- 
mates. 

The central idea of this paper is that 
this pattern that emerges is related to the 
number system used by the estimator. To put 
it simply: the way we count, influences the 
way we estimate. That is, when a person es- 
timates, he should do so in convenient units 
provided for him by the number system. 
Specifically, he should tend to over - report 
digits which are multiples of the divisors 
of the base of the number system and under- 
report digits which are not multiples of the 
divisors of the base of the number system. 

As an example, consider the reporting of 
age. We may be unsure of our age or we may 
be asked to estimate the ages of other per- 
sons. Which digits are we more likely to 
report? This paper is concerned only with 
the ending digit of age since it is assumed 
that the decade of age is known accurately. 
Therefore, which ending digits of age are 
we more likely to report? 

The most familiar way of counting is 
with the base ten. The divisors of the base 
ten are ten, five and two. The hypothesis 
states that estimates should heap at multi- 
ples of these three divisors; but more than 
that, it states that the most heaping should 
occur at ages ending in multiples of ten, the 
next largest at multiples of five, and the 
next largest at multiples of two. Figure I 

shows the rank order of heaping for part of 
the ending digits of age. 

1 

2 

3 

Rank 4 

Order 5 

Of 6 

Heaping 7 
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9 
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0 1 2 3 4 5 6 7 8 9 0 

Ending Digits of age 

Figure I 

Thus far, ages ending in multiples of 
ten, that is, ages ending in zero, are sup- 
posed to receive the most heaping. Ages 

ending in five, the next largest divisor, are 

supposed to receive the next largest amount of 
heaping. Only a single zero is needed in Fig- 
ure I, but two are shown for symmetry and 
clarity. 

Multiples of the next largest divisor, two, 
should all come next. That is, ages ending 
in two, four, six and eight should all receive 
the next largest amount of heaping. But 

notice that four and six are right next to 
five, which is supposed to attract a good deal 
of heaping. Furthermore, the other two even 
digits, two and eight, are not next to either 
zero or five. Therefore, two and eight 

should be free to attract more heaping than 
four or six. This line of reasoning implies 
the following additions to the expected pat- 

tern of heaping: 
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Figure II 

All that remains is to fit in the re- 
maining odd digits - one, three, seven and 

nine. Notice that the digits one and nine 
are between digits which are ranked as at- 
tracting a large amount of heaping. This 
should put one and nine at a disadvantage 
compared to three and seven. This enables 
the ranking to be completed as follows: 
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Ending Digits of Age 

Figure III 

249 

From Figure III, the complete rank or- 
der prediction for all ending digits of age 
can be made: 

Ending Digit 
Of Age 

Predicted 
Rank Order 

o 1.0 

1 9.5 

2 3.5 

3 7.5 

4 5.5 

5 2.0 

6 5.5 

7 7.5 

8 3.5 

9 9.5 

Eight decennial censuses of the United 
States population, covering the period from 
1880 to 1950 were used to test the above 
expected rank orders. The number of people 
whose ages ended in each digit in each census 
was determined. However, a correction suggest- 
ed by R. J. Myers was needed. If heaping 
were estimated by adding together all peo- 
ple whose ages ended in one, two, three, etc., 
a bias would be introduced. Consider the 
group of people whose ages end in one and 
those whose ages end in two. The former group 
is younger and therefore usually more numerous. 
That is to say, the sum of those aged 10 + 20 
+ 30 + 40 + 50 + 60 + 70 + 80 + 90 is usually 
greater than the sum of those age 11 + 21 + 
31 + 41 + 51 + 61 + 71 + 81 + 91. In general, 
starting with any age tends to overstate the 
heaping at that age. Myers suggested that 
this bias could be removed by starting at each 
digit in turn and averaging the results.1 

Table 1. shows the rank order of heaping 
for all ending digits of age during the entire 
period from 1880 to 1950. 
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Table 1. 

RANK ORDER OF HEAPING FOR ENDING 
DIGITS OF AGE, BOTH SEXES, U. S. 

CENSUSES FROM 1880 - 1950* 

Digit 1880 1890 1900 1910 1920 1930 1940 1950 

0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 

1 10.0 10.0 10.0 10.0 10.0 10.0 10.0 10.0 

2 4.5 4.0 4.0 4.0 4.0 4.0 4.0 3.0 

3 7.0 6.0 8.5 8.0 8.0 8.0 9.0 8.5 

4 6.0 7.0 6.0 6.5 8.0 6.5 7.0 6.5 

5 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 

6 4.5 5.0 7.0 5.0 5.0 6.5 6.0 6.5 

7 8.0 8.0 8.5 9.0 8.0 9.0 8.0 8.5 

8 3.0 3.0 3.0 3.o 3.0 3.0 3.0 4.0 

9 9.0 9.0 5.0 6.5 6.0 5.0 5.0 5.0 

*Columns 1880 - 1930 are based on data taken from Robert J. Myers (See Bibliography) 

Table I shows that zero was the most 
frequently reported ending digit of age dur- 
ing the entire period. Ending digit five 
was next most frequently reported and digit 
one was the least reported of all the ending 
digits of age. The other digits changed 
their rank orders somewhat. It is interest- 
ing to note that the digit nine was the least 
stable in its rank order. It ranked ninth in 
1880 and 1890 and then rose to fifth rank in 
1900. None of the other digits displayed 
such variability. 

It might be helpful to analyze these 
data separately for males and females since 
the sexes are known, or at least reputed, to 
differ in their willingness to report their 
ages. Indeed, the censuses do provide a 
breakdown of age reporting for males and fe- 
males. But such figures can be easily mis- 
interpreted. Remember that the census enum- 
eratór does not ask each and every person 
his or her own age. Rather one person is 
commonly asked to report the ages of perhaps 
several other persons. Since females may be 
reasonably expected to be home more frequently 
when the enumerator calls, then many of the 
figures listed in the census as male's ages 
are actually reported or estimated by females. 

In view of this observation, the decision 
was made not to analyze the ages of each sex 
separately. 

Instead, an average rank order of each 
of the ending digits of age was computed. This 
was done in order to compare the observed rank 
order derived from the census data to the ex- 
pected rank order derived from the hypothesis. 

The results are shown in Table 2. The 
difference between the expected and the ob- 
served rank orders is small except for the 
digit nine. A statistical test showed that 
the overall pattern of heaping conformed quite 
closely to the predicted pattern. (Spearman's 
Rank Correlation Coefficient -0.96). 

Additional work is being done to test 
the hypothesis against census materials in 
other countries. All countries tested so far 
give similar results. 



Table 2. 

AVERAGE RANK ORDER OF HEAPING FOR 
ENDING DIGITS OF AGE, BOTH SIXES, U. S. 

CENSUSES FROM 1880 - 1950* 

Ending Digit 
Age 

Predicted Rank 
Order 

Observed Rank 
Order 

Difference 

0 1.0 1.0 0.0 

1 9.5 10.0 0.5 

2 3.5 3.9 0.4 

3 7.5 7.9 0.4 

4 5.5 6.7 1.2 

5 2.0 2.0 0.0 

6 5.5 5.7 0.2 

7 7.5 8.4 0.9 

8 3.5 3.1 0.4 

9 9.5 6.3 3.2 

*The average rank order of each ending digit was the sum of its rank order 
from 1880 - 1950 divided by eight, the number of censuses. All values 
were taken from Table 1. 

Footnotes: 
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1. For further discussion of this technique of measuring heaping consult the excellent study by 
R. J. Byers, "Errore and Bias in the Reporting of Ages in Census Data." in the Handbook of 
Statistical Methods for Demographers, A. J. Jaffe, U.S. Government Printing Office. Washington, 1951. 

Heaping as defined by Byers is equal to: 

Heaping At 
Age Ending 
In Digit 

Number of 
Persons 
At Age 

Number 

At 

of 
Persons 

Age 

0 =(10 + 20 + 30 + + 90) x 1 + (20 + 30 + 40 + + 100) x 9 

1 =(11 +21 +31 +91)x2 +(21 +31 +41 + 101) x 8 

2 =(12 + 22 + 32 + + 92) x 3 + (22 + 32 + 42 + + 102) x 7 

9 =(19 + 29 + 39 + + 99) + (29 + 39 + 49 + + 109) x 
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FERTILITY ESTIMATES FROM BIRTH STATISTICS 

By: K. R. Gabriel, Hebrew Univ., Jerusalem and Univ. of N. C. and Ruma Falk, Hebrew Univ., Jerusalem 

I. THE NEED FOR MEASURES OF FERTILITY BASED ON 
BIRTH STATISTICS ONLY, AND THEIR INVESTIGATIDN 

Refined techniques of fertility analysis 
have received much attention in recent years. 
They usually require detailed statistics both of 
births and of the composition of the female pop- 
ulation. For many populations and sections for 
which fertility analysis is of interest -- such 
as occupational and ethnic groups -- such data 
are not usually available and simpler, if cruder, 
methods are still of importance. 

Indices of fertility based on statistics of 
births only, i.e., not requiring data on the pop- 
ulation, are of particular usefulness. This is 
because statistics of births (or confinements) 
can often be broken down by social, economic, 
residence, origin or other characteristics of the 
population for which no census data on age and 
sex composition are available. Such indices will 
be specially useful if their sampling errors can 
be estimated, thereby allowing their use in rela- 
tively small sub - groups of the population. A 
number of such indices are proposed and investi- 
gated in this study. 

The validity of indices of fertility and 
other demographic indices is usually inferred 
from the logical implications of their methods 
of computation. Empirical validation is not 
often attempted, largely because statistically 
measurable ultimate criteria of fertility are 
rarely available -- except perhaps where cohort 
analyses have been completed. Indirect valida- 
tion of indices may be obtained by correlating 
them with such time -honored measures of that of 
Total Fertility, i.e., age-of- mother -specific- 
birth -rates summed for all ages. Total fertility 
is, however, known to be prone to considerable 
short term fluctuations, yet neither a precise 
evaluation of its validity nor an acceptable 
method of smoothing its fluctuations is available. 
Critical examination of Total Fertility and simi- 
lar measures based on age- specific- birth -rates is 
therefore indicated as a preliminary to the use 
of such measures as validating criteria. 

Empirical investigation should ideally be 
carried out on a random sample from the universe 
of populations and dates for which validity is 
being studied. This is hardly practicable in 
demography where the sample is usually determined 
by the availability of statistics. In this study 
fertility indices have been computed and investi- 
gated on data for Australia for the 47 years 
1909 -1955 (this is apparently the longest avail- 
able sequence of birth statistics cross classi 
fied by age of mother and order of birth). 
Further data are available for the Jewish popula- 
tion of Israel and its main origin sub -groups, 
though only for very few years. The Australian 
data give information about the behavior of the 
indices in time, whereas the Israeli data add 
some information about the characteristics of the 
indices in different populations of very different 

fertility (i.e., the origin sub -groups). The 

sources of the data are described in detail in 
Appendix II to this paper. 

II. TOTAL TOTAL MATERNAL FERTILITY 

Some notation will be introduced, all symbols 
referring to events in some given year. Denote 
the number of women of age a (or age group a) in 
the population by P(a); also the number of births 
of order i, and of all births, by B1(a) and B(a), 

respectively. The age- specific -birth -rate for 
mothers of age a is denoted by f(a) and defined 
as 

for all births, 
and as 

B (a) 
1 

fi(a) - 

for births of order i. 
Thus 

E fi(a) = f(a). 
i 

(E and E are used to indicate summation over all 
i a 

birth orders or all age groups, respectively). 
Total Fertility of all births is denoted by F and 
defined as 

F = f(a). 
a 

(The Gross Reproduction Rate is 0.485 F, where 
0.485 is the proportion of females among births.) 
Similarly, Total Fertility of i -th births is de - 
noted by Fi and defined as 

F1 = fi(a), 
whence 

F = F1. 

Total Fertility -- or the Gross Reproduction 
Rate -- is widely accepted as a fertility measure 
because it is age standardized and because it 
would measure the average number of births per 
mother precisely if there were no- -variations in 
age- specific -birth- rates. By the same reasoning 
total fertility of i -th births -- would 

measure the proportion of women having i -th births, 
Also since the number of mothers corresponds 
the number of first births (though not necessarily 
every year) F /F1 would measure the average number 

of births per mother and thus qualify as a measure 
of total maternal fertility. 

True total maternal fertility is presumably 
very highly correlated with true total fertility, 
as the proportion of childless women -- which de- 
termines the difference between the two values -- 
probably varies very closely inversely to fertil- 
ity. However, year to year fluctuations in birth 
rates affect both the measure of total fertility 
F and that of total maternal fertility F /F1, but 

not always in the same way, so that the correla- 
tion between the two measures is reduced. It is 



difficult to judge generally whether F or F/F1 
would be more affected by fluctuations, 
though it might be thought that in F /F1 fluctua- 

tions in the numerator and denaninator might 
cancel out. As the validity and variability 
(due to fluctuations) of neither measure has been 
adequately investigated and as the logical con- 
struction of both is much the same, there seems 
no a priori reason to prefer either one as a 
measure of fertility. 

The sequences of F and F /F1 for Australia 

and for Israel are presented in Appendix Tables 
A -1 and A -2, respectively. The correlation be- 

tween them is r = 0.542 for Australia and 
r = 0.883 for Israel with standard errors of 
estimate of F given F/F1 being 0.352 for 

Australia and 0.515 for Israel (Tables 2 and 4). 
Inspection of the sequences shows that the cor- 
relation is due to the correspondence of the 
trends in Australia and the correspondence of 
the origin differentials in Israel. Short term 
fluctuations in the two indices differ markedly 
in each country, as for instance in the great de- 
pression when first births were relatively scarce 
and F /F1 increased though F decreased a good deal 

(Australia). Undoubtedly, F /F1 cannot be used to 

indicate changes in birth rates, but this does 
not necessarily impair its validity as a measure 
of fertility. 

It must be remarked that it is not possible 
to eliminate these fluctuations by any of the 
standard statistical techniques. For these 
fluctuations are clearly neither random nor even 
of a simple stochastic character. Indeed for 
Australia it is not judged possible even to esti- 
mate the relative variability of the measures as 
it is not clear to what extent such variations as 
the fall of birth rates in the early thirties and 
their subsequent recovery should be considered 
fluctuations or real changes in fertility. For a 
period of relative stability in fertility -- 
though not in birth rates -- in Israel, i.e., for 
1938 -49, relative variability (a was found to 
be 18°/ for F and 11 for F/F1. 

It is to be hoped that analysis by cohorts 
may solve some of these problems and provide some 
sort of final criterion for validation of fer- 
tility measures. Until such an analysis is avail- 
able no final decision about the validity or su- 
periority of either F or F /F1 seems possible, 

hence both are used in this study. 

III. RATIOS OF ALL BIRTHS TO FIRST BIRTHS 

The use of birth statistics for fertility 
analysis on the distribution of births 
by order. Thus one expects high fertility to be 
associated with relatively many higher order 
births. Possible distortions due to the age 
composition of mothers maybe corrected by con- 
sidering each age group separately and then pos- 
sibly averaging them with suitable weights. Two 
approaches are studied here, that using the ratio 
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of all births to first births and that using 
mean birth order. 

Estimation of maternal fertility by calcu- 
lation of the ratio of all births to first 
births from statistics of confinements seems to 
have been first advocated by Gin! (1934). This 
calculation can be relied on to give a correct 
estimate of fertility only if numbers of births 
and of first births do not vary much from year 
to year. Denoting Gini's index by Sg, have 

B(a) E P(a)f(a) 
a a 

E, a E P(a)fl(a) 
a 

and this shows the index's dependence on the age 
composition of the female population. As age 
composition is irrelevant to fertility, Sg can- 

not be considered a satisfactory index of fer- 
tility. 

Ratios of all births to first births of 
mothers of a specific age are obviously inde- 
pendent of the female population's age compo- 
sition. Denote them by S(a) so that 

S(a) - 
B f (a 
B1 a) 

The ratio of all births to first births for all 
ages can then be expressed as a weighted mean of 
the age specific ratios. Either as an arithme- 
tic mean 

wl(a) S(a) 
a 

wl(a) 
or as a harmonic mean 

E w(a) 
a 

w(a) S 
1(a) 

a 

where w1(a) and w(a) are weights. 

A special case of these means is Gini's in- 
dex Sg, being the arithmetic mean with weights 

w1(a) = B1(a) and the harmonic mean with weights 

w(a) = B(a). Another special case is total 
maternal fertility 

E f(a) 
F a 

a 

This is given by the arithmetic mean with weights 
w1(a) = fl(a), and by the harmonic mean with 

weights w(a) = f(a). 

These weighted means are of importance when 
the true weights are unknown and assumed weights 
are used instead. Of course only the propor- 
tional distribution of the weights matters, and 
small differences are unlikely to affect the 
weighted means very much. Thus if S(a) can be 
computed from birth statistics, an estimate of 
maternal fertility can be obtained by averaging 
the S(a) with appropriate weights. 
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Hajnal (1948) proposed using as weights the 
rates of another population, preferably one with 
similar fertility patterns to those of the popu- 
lation studied. (Rainal's study is in terms of 
ratios and rates specific to marriage duration. 
Our use of ratios and rates specific to age of 
mother (Gabriel, 1953) is analogous, though the 

results may differ). Thus if a bar denotes the 
rates and ratios from some population used as a 
standard, the weights would be 

and 
= 

(a) = (a) . 

The two estimates of fertility according to 
Hajnal thus are: the arithmetic mean 

= E wl(a) S(a) 

and the harmonic mean 

Sa = w(a) S-1 (a) -1 

Evidently if age- specific -birth rates in the 
standard population are proportional to those in 
the population studied, i.e., 

if 

and 

then 

= fl(a)/ F1 
Tr(a) = f(a)/ F 

S£=Sa=F/F1 

Ratios of all births to first births in- 
crease with age of mother. Hence if the standard 
weights are concentrated at higher ages than the 
unknown true weights, then the means will become 
too large, and conversely for standard weights 
concentrated at lower ages. 

It might be surmised that generally the less 
fertile a population is, the later the ages at 
which first births are concentrated, and the 
earlier the ages of all births. The latter 
might be explained by the fact that family limi- 
tation usually is most marked at later child- 
bearing ages. ( Hajnal (1948) has suggested that 
such a relationship might hold for marriage - 
duration- specific -birth -rates, i.e., for marriage 
duration at confinement. It might of course 
hold for marriage duration and yet not for age, 
or vice versa). If these sunrises are right 
then when the age- specific- birth -rates of some 
standard population are used as weights one would 
find 

8a < F /F1 < Sf 

if the population studied has higher fertility 
than the standard population, and 

Sa >F >Sf 

if the population studied has lower fertility 
than the standard population. In either case 
F/F1 would be bracketed by and Sa. The actual 

existence.of such a pattern is investigated below. 

Actual computations were carried out for 
five year age groups of mothers. For Australian 
statistics two alternative sets of weights were 
used: (1) corresponding to high fertility years 
-- 1909 - 1927 average age- specific- birth -rates, 

and (2) corresponding to low fertility years -- 
1928-1945 average rates. For Israel all compu- 
tations were weighted corresponding to 1949 age - 
specific- birth -rates in the entire population. 

Choice of weights was found to affect the 
actual level of and Sa appreciably, but to 

have practically no effect at all on comparisons 
of Sf and Sa between times and populations. 

Thus for Australia the two sets of weights gave 
Sf values with a difference of 0.11 on the 

average for the 47 years and a correlation of 
0.9994, and Sa values with a difference of 0.33 

on the average and a correlation of 0.9992. Few 
corresponding data are available for Israel and 
for a few computations similar results were ob- 
served. 

The relation between the two measures 
and Sa is much as the relation between two 

differently weighted estimates of either of them. 
There exists a difference in level: is on 

the average 0.12 above Sa for Australia (second 

set of weights) and 0.34 for Israel. The corre- 
lation between the two measures are 0.9867 for 
Australia and 0.9932 for Israel. 

Since choice of weights affects the level 
of S and Sa and since the two measures are 

strongly correlated it is not surprising to find 
that the surmised relation between them and F/F1 

does not generally hold. In fact for both 
Australia and Israel the majority of observations 
show and Sa both above or both below F/F1. 

Evidently the relations between fertility and 
ages at confinement are not as simple as surmised 
above. 

Though no consistent orderipg of the three 
measures S 

a 
and F/F1 can be observed, the 

three are strongly correlated. Correlations, 
regressions and standard errors of estimate of 
F /F1 given each of Sf and shown in 

Tables 1 and 3. It appears that each of the in- 
dices can give a close estimate of F/F1, and Sf 

is the better one -- the standard error of esti- 
mate of F /F1 with respect to Sf being 0.10 -0.13 

for Australia and 0.22 for Israel. The corres- 
ponding correlations are about 0.98 in either 
country. The regression equations are rather 
different for the two countries, possibly due to 
the different weights employed. 

Correlations with F are considerably lower 
Tables 2 and 4 -- and the standard error of 

estimate of F is about 0.35 for Australia and 
0.50 for Israel. As the measures Sf and Sa were 

shown to correspond in their construction to F /F1 
rather than to F it is not surprising that they 
should be more highly correlated with the former. 
Also, the correlations of Sf and Sa with F are 



very nearly the same as those of F /F1 with F, 

both for Australian and for Israeli data. One 

may therefore say that possible shortcomings of 
and Sa as measures of fertility may lie in 

their being estimates of F /F1 rather than of F. 

It is remarkable that the Sf and Sa measures seem 

to be practically as good for estimating F as the 
F/F1 ratio is, despite the fact that the former 

are calculated without statistics of the age 

composition of the population. 

IV. MEAN BIRTH ORDER 

An alternative approach to the measurement 
of fertility from birth statistics is based on 
mean birth order. Though mean birth order is 
not a function of maternal fertility (i.e., mean 
number of births per mother) only, it can 
reasonably be assumed to be closely correlated 
with it.l 

Mean birth order, denoted by will will be de- 

fined for a population with uniform age distri- 
bution in the reproductive ages (just as Total 
Fertility is), i.e., 

µB= Bi 
Introducing the expression for Fi in terms 

births and population this becomes 

iB(a) . 
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A 
Hence at best only serve as an index of 

fertility. 

Finally, some statisticians have used (as) 

of some particular age group as directly as 

an index of fertility. (We are indebted for 
this idea to Prof. R. Bachi of the Hebrew Uni- 
versity, Jerusalem.) This seems a justifiable 
procedure as it is reasonable to suppose that 
variations in will generally be reflected in 

similar variations in PB(a) at all ages -- though 

exceptions are of course possible. This method 
has the attraction of easy computation and no 
need for assumptions about the suitability of 
weights but it is of course subject to possible 
distortion if the should behave dif- 

ferently at different ages. The age group chosen 
is usually about the middle of the reproductive 
ages, and in this study the use of each of the 
three age groups 25 -29, 30 -34 and 35 -59 -- de- 
noted by al, a2 and a3, respectively -- has been 
investigated. 

For Australia µB(as) has been computed for 

the tkree age groups mentioned above, and the 
mean has been calculated with weights pro- 

portional to the mean of the 1909 -1955 age -of- 
of mother- specific- birth -rates. For Israel only 

-34) is available. (See Appendix Tables 

A -1 and A -2.) 

Correlations of the indices with F /F1 

and F Tables 1 to 4 -- are found to be just 
slightly lower than those of Sf and Sa. It is 

not possible to draw reliable conclusions as to 
the relative standing of the various indices as 
the observations are too few. Yet, it would 
seem that µB(25 -29) is practically as good an 

index of maternal fertility as Sf and Sa. Also 

its correlation with F is much below its correla- 
tion with F /F1, clearly for the same reasons as 

were discussed with regard to Sf and Sa. 

The finding that (a) predicts F /F1 best 

for the lowest age group, even better than 
does, indicates that in the higher mother age 
groups mean birth order is less closely related 
to mean fertility. Perhaps this is because only 
the more fertile women bear at those ages at all. 

Defining mean birth order for mothers of age a as 

µB(a) = i Bi(a) /B(a) 

we obtain 

= E f(a) 

Now when the age- specific -birth rates f(a) 
are not known for a population one might substi- 
tute those of a standard population with similar 
fertility, a), say. Defining the substitute 
weights as ñ(a) = f(a)/ F one would then obtain 
the estimate 

Ea (a) 
4B(a) 

. 

The weighting is the same as for and the 

reasoning that with suitable weights such an 
estimate be good also similar to that for 
and S. this study computed only 

by using five -year age groups. 

A possible advantage in the use of over 

could be in its using the information of 

the entire birth order distribution whereas 

Sa use only the proportion of first births. This 

might reduce the sampling error of relative to 

Sf and obvious disadvantage of 
B 

is, 

however, that evenPB which it is supposed to 

estimate is not strictly the same as fertility. 

From the purely computational point of view 
the MB(a) measures are definitely preferable to 

any of the weighted means. Both for the estimate 
itself and for its standard error (see Appendix I) 
the computations are greatly reduced. Also if 
only one age group is used, this may mean con- 
siderable saving in sorting and tabulating when- 
ever these are done specially for the purpose of 
fertility analysis. 
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V. CONCLUSIONS 

It has been shown that indices of fertility 
based on birth statistics alone are very highly 
correlated with a measure of maternal fertility. 
For most purposes it would seem that some of the 
indices are practically as reliable as the ratio 
F /F1 computed from age- specific -birth -rates. The 

best of the indices seem to be and -29), 

the latter having the additional advantage of re- 
quiring only few and simple computations, both 
for the estimate and for its standard error. 

Indices of fertility which are computed from 
birth statistics are based on the distribution of 
births by order. They are therefore related di- 
rectly to maternal fertility rather than to all 
fertility. This explains why their correlations 
with Total Fertility are much the same as those 
of Total Maternal Fertility. 

For the lack of any available ultimate sta- 
tistical criterion of fertility it cannot be 
said whether F -- which estimates mean number of 
births per woman -- or F /F1 -- which estimates 

mean number of births per mother -- is the more 
valid measure of fertility. Hence no final 
evaluation of the measures based on birth sta- 
tistics only is possible at this stage. 

APPENDIX I 

SAMPLING ERRORS 

The magnitude of sampling variability is 
presented here by the standard error or its 
square, the variance. The sampling distribu- 
tions have not been studied but for sizeable 
samples they may safely be assumed to be ap- 
proximately normal. 

Mean birth order estimates are clearly un- 
biased but the bias of the Sf and Sa estimates 

has not been investigated. For large samples it 
is likely to be negligible. 

Variances were first computed for the indi- 
vidual terms of the various indices, i.e., for 
proportions of first births to all births, or 
mean birth order, at a given age of mother. 
Then they were transformed and summed to give 
the variances of the fertility indices. 

For this derivation we used the two well 
known theorems that if Xi are independent vari- 

ables and ai constant weights 

2 

Var (E ai Xi) = a2 Var (Xi) 

Var (x1) Var(X2) 

= 
i(2 

1 
2 

(E 
2 

app 

Further we have used the known expressions for 
the variance of a proportion and of a mean. How- 
ever, in order to simplify the presentation we 
have introduced in the denominator the number of 

observations instead of the degrees of freedom 
which would have been one less. 

Thus as 

S(a) = B(a) /B1(a) 

Var(S 1(a)) 
(S 1(a)) (1 -S 1(8)) 

B(a) 
and therefore 

Var(S(a)) - 
S(a) 

(S(a 
- 

1) 

Hence it is found that 

Var(Sf) = (wl(a))2 
S(a)B(1 

B 
1 

(x(a))2 
S 

1(g)(1 
-S 1(a)) 

B(a) 
a 

µB(a) = i B1(a) /B(a) 

we obtain Var(iB(a)) = a323(a)/B(a) 

where a2(a) = 12 B1(a) /B(a) - 

A 
For it follows that 

2 

Var(µB) = (w(a))2 
BBaa) 

It should be quite clear that the above 
formulae refer to estimates of the standard 
errors which can be calculated from the sample 
and not to the population values. All the ex- 
pressions given here can easily be calculated 
along with the estimate itself. 

and 

Also as 

APPENDIX II 

DATA AND ESTIMATES FROM WHICH FERTILITY ESTIMATES 
WERE COMPUTED 

The measures of fertility investigated in 
this paper are illustrated by computations from 
Australian data for each of the years 1909 to 
1955. The basic figures were taken from publi- 
cations of the Australian Commonwealth Bureau of 
Statistics and supplemented by figures made 
available to the authors by the courtesy of that 
Bureau. Where figures were incomplete or did 
not correspond precisely to the requirements of 
this study, estimates and adjustments were in- 
troduced, as described in this Appendix. These 
estimates and adjustments were often crude but 
were deemed adequate for the purpose of calculat- 
ing and comparing fertility measures in this 
paper. No other use of these estimates should be 
made without investigating whether they are 
reliable enough for such purposes. 

Figures of the female population by five 
year age groups were available for all years 
since 1921. They are based on the censuses of 
1921, 1933, 1947 and 1954, and on intercensal 
estimates. These figures were used here as 
published. 

For the years 1909 -1920 an interpolation - 
extrapolation procedure was used to estimate the 
female population. For each five year age group 
linear interpolation between 1911 and 1921 census 



figures gave a first estimate (for 1909 and 1910 
the same trend was extrapolated).. The interpo- 
lated figures were then adjusted proportionally 
so that their sum for ages 10 -54 be equal to the 
estimated number of women at those ages in the 
population of that year. Since no such numbers 
had been published, they were estimated by mul- 
tiplying the total number of females in each 
year (published) by the average proportion in 
age group 10 -54 among females in the censuses of 
1911 and 1921. 

The basic data on births were tables of 
nuptial confinements by age of mother and 
previous issue. These figures relate only to 
live births and to previous issue from the 
present marriage. For the estimation of fer- 
tility it would have been desirable to have 
figures for all previous issue -- however, no 
adjustment has been made for this. Furthermore, 
ex- nuptial confinements were not included in the 
calculations, except that 15.2 percent of them 
were added to nuptial first births. (This is 

the percentage of legitimation to ex- nuptial 
births in the preceding year, computed from 

-1955 figures.) These additional 15.2 per- 
cent of ex- nuptial live births were distributed 
among mothers' age groups in proportion to other 
first births. A small number of births for 
which age of mother and previous issue were un- 
known were also added in proportionally to other 
births. 

These adjusted figures for births were used 
in the computation of birth rates. The other 
measures of fertility were computed directly 
from the unadjusted data. Omission of the legit- 
imation. (about 1 percent of the births) must 
thus have slightly increased both mean birth 
order and ratios of all births to first births. 
However, since this omission occurred in all 
years its effect must have been systematic and 
comparisons of trends and changes should not 
have been affected. 

The data for Israel are taken from the first 
author's research on fertility in Israel 
(Gabriel, 1957). The calculations are based on 
official government statistics of births and of 
the population, supplemented by some estimates 
Where data were incomplete. For details the 
reader is referred to Chapter 6 of the above work, 
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FOOTNOTES 

1. It is easily shown that, if and are 

the mean and variance of the distribution of 
mothers by number of births and is mean birth 

order, then = 1 + ri 7} . 

Thus, mean birth order is affected by the rela- 
tive variation of fertility as well as by mean 
fertility. Yet it would appear that relative 
variation of fertility does not vary as much as 
mean fertility and thus the correlation between 

B 
and be high. 

1 Correlations, Regressions Standard Errors of Estimate of 

Various Measures Total Maternal Fertility- (Australia 

1909 -55; 47 observations, F /F1 3.345, .5581). 

sí(1909 -27 weight.) 

80(1909 -27 weights) 

sí(1928 -45 weights) 

-45 weight.) 

1,13(25-29) 

gß(30 -34) 

-39) 

113(1909 -55 weight.) 

Regression Standard Error 
of Estimate 

Correlation 

3.509 1.0458 - 0.3248 .1043 .9824 

3.609 1.2445 - 1.1464 .1892 .9408 

3.396 1.1011 - 0.3943 .1296 .9726 

3.281 1.4350 8. - 1.3633 .2116 .9253 

2.381 2.9642 0B - 3.7127 .0997 .9839 

3.301 1.471.11,,-1.5112 .1798 .9467 

4.447 0.8222 - 0.3112 .2639 

2.926 1.7767 - 1.8536 .2109 .9258 

Table 2 Correlations, Regressions Standard Errors of Estimate of 

Various with Total Fertility- F. (Australia 1909 -1955; 

47 observations, F 2.659, Standard Deviation .4189) 

Regression Standard Error 
of 

F /F1 3.345 .40667/?,. 1.2988 .3521 .5417 

2í(1909 weight.) 3.509 .44638f...1.0931 .3475 

S.(1909-27 weights) 3.609 .5545 80 0.6577 .3475 .5584 

Bí(1928 -45 weights) 3.396 .0799 . 1.0292 .3457 .5648 

-45 weight.) 3.281 .6088 0.5302 .3478 .5573 

-29) 2.381 1.2039 - .3546 .5323 

09(30 -34) 3.301 0.5189 0.9463 .3752 .4448 

06(35 -39) 4.447 0.2175 1.6917 .3982 .3105 

-55 2.926 0.5315 1.1039 .3894 .3689 



TABLE A -1. VARIOUS INDICES OF FERTILITY - AUSTRALIA 1909 -1955. VARIOUS OF FERTILITY ISRAEL: ALL 1930 -1954, 

BY OF BIRTH 1938/40, 1944/45, 1949, 1951 -1954. 
F/F1 

B(1) 2) sá2) 

1909 3.178 4.406 4.425 4.238 4.216 3.780 2.665 3.839 5.412 3.382 

F F /Fl Sa 1910 3.211 4.407 4.271 4.245 3.805 2.667 3.873 5.316 3.375 
1911 3.249 4.149 4.173 4.008 4.059 3.658 2.634 3.803 5.266 3.330 
1912 

1913 
3.405 4.015 

3.339 3.864 

4.109 

3.974 
3.950 
3.824 

4.023 

3.939 
3.620 
3.552 

2.629 
2.602 

3.797 
3.738 

5.232 3.318 
5.144 3.270 

1914 3.301 3.891 3.956 3.815 3.982 3.597 2.599 3.730 5.151 3.272 1938 2.48 2.23 2.24 2.24 

1915 3.155 3.886 3.963 3.819 3.984 3.599 2.582 3.703 5.110 3.249 1939 2.23 2.20 2.21 2.22 
1916 3.028 3.911 4.021 3.873 4.006 3.615 2.565 3.675 4.995 3.217 1940 2.35 2.17 2.15 2.17 
1917 2.950 4.291 4.304 4.149 4.286 3862 2.625 3.732 5.084 3.271 1941 2.12 2.05 1.98 2.03 
1918 2.800 4.501 4.526 4.358 4.445 3.993 2.659 3.747 5.010 3.281 1942 2.38 2.00 1.93 2.01 
1919 2.670 4.282 4.354 4.194 4.222 3.786 2.655 3.746 5.016 3.262 2943 3.11 2.13 1.98 2.07 

1920 2.911 3.443 3.560 3.424 3.535 3.193 2.476 3.572 4.940 3.122 1944 3.44 2.64 2.38 2.41 2.50 
1921 2.893 3.316 3.387 3.263 3.429 3.107 2.429 3.553 4.935 3.090 1945 3.53 2.81 2.51 2.56 2.58 
1922 2.900 3.586 3.678 3.546 3.727 3.374 2.449 3.555 4.931 3.115 1946 2.52 2.53 2.63 
1923 2.815 3.620 3.677 3.552 3.779 3.428 2.451 3.504 4.844 3.091 1947 3.54 2.35 2.75 
1924 2.773 3.648 3.731 3.606 3.832 3.474 2.454 3.492 4.829 3.090 1.948 3.08 2.32 2.25 2.27 2.73 

1925 2.739 3.637 3.782 3.647 3.838 3.474 2.475 3.513 4.831 3.103 1949 3.43 2.45 2.44 2.45 2.76 
1926 2.638 3.566 3.700 3.578 3.797 3.441 2.483 3.479 4.751 3.079 1950 3.90 3.05 3.09 2.99 3.12 
1927 2.594 3.480 3.673 3.541 3.727 3.374 2.468 3.451 4.741 3.066 1951 4.01 3.45 3.25 3.44 
2928 2.554 3.406 3.594 3.473 3.684 3.341 2.448 3.474 4.685 3.052 1952 3.98 3.29 3.68 3.51 3.61 
1929 2.437 3.417 3.608 3.490 3.717 3.375 2.448 3.436 4.650 3.038 1953 3.88 3.37 3.88 3.69 3.69 
1930 2.389 3.407 3.592 3.474 3.717 3.377 2.445 3.391 4.638 3.016 1954 3.59 3.63 4.20 3.97 3.75 
1931 2.179 3.464 3.682 3.562 3.800 3.450 2.460 3.443 4.715 3.051 
1932 2.019 3.549 3.811 3.683 3.898 3.531 2.475 3.442 4.683 3.061 Israe1-born 

1933 2.002 3.414 3.689 3.556 3.751 3.399 2.421 3.410 4.598 3.018 1933/40 3.54 3.85 4.15 3.59 4.60 
1934 1.947 3.233 3.476 3.350 3.552 3.226 2.381 3.344 4.604 2.981 

1944/45 3.87 3.95 3.56 3.13 3.69 
2935 1.958 3.037 3.257 3.138 3.359 3.059 2.332 3.241 4.489 2.917 3Sú 3.18 3.22 2.33 3.86 1936 2.021 2.874 3.026 2.922 3.173 2.901 2.249 3.114 4.354 2.826 1951 3.56 3.46 3.25 3.32 3.80 
1937 2.046 2.826 3.079 2.957 3.158 2.886 2.218 3.083 4.339 2.805 :952 3.35 3.50 3.75 3.15 3.61 1938 2.048 2.765 2.876 2.786 3.077 2.827 2.180 2.992 4.235 2.747 ì9S3 3.22 3.39 3.61 3.06 3.70 
1939 
1940 

2.065 2.708 
2.150 2.639 

2.798 
2.747 

2.717 
2.669 

3.028 
2.980 

2.789 
2.747 

2.154 
2.135 

2.948 
2.871 

4.036 2.701 
4.020 2.652 

1954 2.09 3.44 3.58 3.10 3.54 

1941 
1942 

2.213 2.588 
2.222 2.593 

2.677 
2.703 

2.603 
2.628 

2.909 
2.922 

2.682 
2.687 

2.101 
2.105 

2.846 
2.844 

3.896 2.603 

3.838 2.584 
horn Asia and 

1938/40 4.22 5.25 1943 2.400 2.539 2.625 2.558 2.853 2.627 2.085 2.797 3.732 2.531 6.84 5.86 5.61 
1944 2.459 2.825 2.876 2.805 3.099 2.844 2.143 2.825 3.671 2.540 1944/45 4.99 4.71 5.46 4.50 0.84 
2945 2.565 2.822 2.883 2.811 3.098 2.841 2.142 2.826 3.619 2.527 1949 4.45 4.01 5.42 6.29 4.72 
1946 2.804 2.725 2.811 2.743 3.039 2.792 2.119 2.798 3.587 2.491 1951 6.30 4.53 6.12 4.86 5.07 
1947 2.871 2.585 2.763 2.696 2.973 2.728 2.103 2.793 3.592 2.477 1952 5.23 5.07 6.95 5.45 5.21 
1948 2.772 2.816 3.032 2.971 3.269 3.003 2.188 2.853 3.594 2.52£ 1953 6.15 5.13 6.85 5.66 5.27 
1949 2.769 2.897 3.184 3.117 3.410 3.130 2.200 2.915 3.619 2.556 1954 5.67 5.56 7.62 6.21 5.28 
1950 2.846 2.985 3.288 3.219 3.525 3.237 2.229 2.918 3.631 2.573 

1951 2.832 3.005 3.365 3.292 3.598 3.299 2.256 2.930 3.669 2.598 Women born in Europe,etc. 

1952 2.945 2.963 3.354 3.280 3.581 3.281 2.282 2.973 3.676 2.617 
1938/40 1.a5 1.73 1.67 1.72 2.10 

1953 2.955 3.008 3.442 3.368 3.667 3.360 2.314 3.011 3.707 2.648 
1944/45 3.06 2.32 2.00 2.04 2.00 

1954 2.953 3.084 3.558 3.482 3.789 3.469 2.345 3.036 3.764 2.676 
3.21 2.11 2.06 2.10 2.22 

1955 3.005 3.147 3.692 3.612 3.912 3.577 2.394 3.077 3.777 2.709 
1951 3.17 2.33 2.57 2.51 2.25 

(1) (2) (2) 1952 3.04 2.38 2.58 2.55 2.28 
, computed with 1909 -27 average birth rates as , S 1953 2.87 2.39 2.70 2.61 2.31 

with 1928 -45 average rates. al, a2 a3 refer to age groups 25 -29, 30-34 1954 2.63 2.48 2.81 2.74 2.39 

and 35 -39, respectively. 

Table Correlations, Regressions and Standard Errors of Estimate of 

Various Measures with Total Maternal Fertility - F /F1 (Israel, 

total population and origin groups 1938 -1954; 38 observations, 

F /Fl Mean 3.140, Standard Deviation 1.030). 

Standard Error 
of Estimate 

Correlation Mean Regression Equation 

3.488 .6213 + .9733 .2247 .9759 

Sa 3.153 .8511 + .4571 .2537 .9692 

vB(30-34)* 3.499 .8985 + .1862 .2544 .9655 

(* only 32 observations, F /F1 mean 3.330, F /F1 St. Dev. 1.015) 

Table Correlations, Regressions and Standard Errors of Estimate of 

Various Measures with Total Fertility - F. (Israel, 

total population and origin groups 1938 -1954; 33 observations, 

F -mean 3.596, Standard Deviation 1.096). 

Mean Regression Equation 
Standard Error 
of Estimate 

Correlation 

F /F1 3.140 .9390F/F1+ .6468 .5148 .8828 

3.488 .3053 St +1.4843 .4912 .8940 

Sa 3.153 .8301 + .9786 .5025 .8837 

íB(30 -34)* 3.499 .8044 + .9970 .5825 .8333 

(* only 32 observations, F -mean 3.811, Standard Deviation 1.054) 



NEGATIVE SKEWNESS AND ITS SIGNIFICANCE IN RELATION TO DISTRIBUTIONS OF 
PERFORMANCE RATINGS OF CIVIL SERVICE EMPLOYEES 

By: James P. George, University of Tennessee 

In the social and behavioral sciences it has 
been said that frequency curves skewed to the 
left or in a negative direction are uncommon, and 
that data which are characteristically so skewed 
are so rare, so unusual, or of such infrequent 
occurrence as to be practically nonexistent. It, 

furthermore, appears to be the opinion of some 
authorities that frequency distributions of per- 
formance ratings are apt to be either moderately 
skewed to the right or nearly symmetrical in con- 
formation. 

This paper reports the findings resulting 
from analyses of more than 250 frequency distri- 
butions of performance ratings of Civil Service 
employees, representing the Departments of Navy, 
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Agriculture, and the Veterans Administration. 
These analyses were carried to the point of de- 
termining the criteria of curve type. Of the 
total number of distributions, coming within the 
scope of this study, only 12 were skewed in a 
positive direction. In other words, fewer than 
five distributions out of a possible 100 tended 
to be skewed to the right. From the standpoint 
of size it is important to observe that one 
hundred distributions of ratings were representa- 
tive or 500 or more individuals. Over -all dis- 
tributions in certain instances (See Table 1) 
were sufficiently large to be regarded as parent 
populations or universes in and of themselves. 

Table 1. Negative Skewness and Degree of Significance as Measured by Normal Deviate 
of T Test, Performance Ratings of Civil Service Employees, Departments of Navy and 
Agriculture, and Selected Services, Data for Years Ending March 31, 1942 and 1943. 

Measures descriptive of certain aspects of a frequency distribution 

Governmental agency 
Total Criterion Standard Normal 

and service 
frequency 

or N 
of curve 

type 
Alpha 3 error of 

Alpha 3 
deviate or 
T value 

Navy Department: 
Mar. 31, 1942 17078 I - 0.1045 0.0187 5.58 
Mar. 31, 1943 15178 I - 0.9463 0.0199 47.60 

Agriculture, Departmental 
Service: Mar. 31, 1942 12832 I - 0.6540 0.0216 30.25 

Mar. 31. 1943 10870 I -0.3764 0.0235 16.02 

Field Service: 
CAF Mar. 31, 1943 15771 I -0.6162 0.0196 31.44 
P Mar. 31, 1943 10900 I -0.7125 0.0235 30.37 

For example, performance ratings covering 
17078 employees were reported by the Navy Depart- 
ment as of March 31, 1942. The Clerical, Admin- 
istrative and Fiscal personnel, comprising the 
Field Service of the Agriculture Department, num- 
bered 15771 as of the same date. March 31, 
1942 CAF personnel, constituting the Departmental 
Service of the Department of Agriculture, number- 
some 12832 individuals. The Navy Department re- 
ported performance ratings on 15178 Civil Service 
employees for the year, ending March 31, 1943. 

The Departmental Serivce of the Department of 
Agriculture reported rating on employees to the 
number of 10870 on March 31, 1943. Comparable 
numbers for the Professional personnel in the 
Field Service of the Agriculture Department 
amounted to 10900 as of the same period. 

Of those 12 distributions of Navy Department 
personnel, which were skewed to the right or in 
a positive direction only four such distributions 
numbered in excess of 500 individuals. (See 
Table 2 which follows: 

Organizational Unit 
Total frequency 

or N 
Curve 
type 3 

Standard 
error 

Normal 
deviate 

New York Navy Yard 
Regular employees, 1944 5319 I 0.2601 0.0336 7.74 

Bureau of Supplies 
and Accounts, 1942 2640 I 0.4156 0.0477 8.72 

EXOS & OS, 1942 2283 IV 0.0982 0.0513 1.92 

Marine Corps 1059 I 0.2235 0.0753 4.71 
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In the above table those normal deviate of T 
values marked with an asterisk indicate that the 
distributions with which they are associated are 
highly significantly skewed. In other words, 
three out of four distributions were character- 
istically skewed to the right or in a positive 
direction. Performance ratings of EXOS & 
combined gave rise to a frequency curve, con- 
forming to the Karl Pearson Type IV criterion. 
Skewness in this instance was not so great but 
what it could be accounted for on the basis of 
chance. (Consult Table 2.) 

Alpha 3 is a coefficient of relative skew- 
ness and possesses the desirable quality of being 
independent of the unit of measurement. Inas- 
much as it is not restricted in range, it is a 
very sensitive measure. For the purpose of this 
study Alpha 3 has been used. 

A deviation from any statistical measure in 
terms of its standard error is called a normal 
deviate. The normal deviate is otherwise desig- 
nated by the letter T. In calculating the T 
value the deviations are always considered to be 
positive. For any symmetrical distribution the 
value of a coefficient of skewness is always zero. 
To measure the departure from absolute symmetry 
we divide Alpha 3 by its standard error. For 
example, the value of Alpha 3 descriptive of the 
distribution of performance ratings for the Navy 
Department as a whole, for the year ending March 
31, 1943, was -0.1045. The standard error of 
this measure was 0.0187. Diving the former by 
the latter we obtain a quotient of 5.58. 

The value of the normal deviate or T for the 
.95 probability level is 1.960, and for the .99 
probability level, 2.576. Deviations are said to 
be significant when T is equivalent to 1.960 or 
more, and highly significant when T is equivalent 
to 2.576 or more. Since the computed value of T 
for this particular frequency distribution is 

5.58, the departure from absolute symmetry of 
form is to be interpreted as highly significant. 
We conclude that the data from which this measure 
derives are characteristically skewed in a posi- 
tive direction. 

Certainly insofar as the Departments of Navy 
.and Agriculture, and the Veterans Administration, 
Branch Area 7, are concerned the evidence at hand 
fails to support the hypothesis with respect to 

symmetry, or direction and extent of departure 
from symmetry, as expressed in the introductory 
paragraph of this paper. Negative skewness very 
definitely gives evidence of being a dominant 
characteristic of such data as does conformity 
with respect to shape to the Karl Pearson I or 
III criteria. 

The research of this writer leads him to the 
conclusion that the distributions of raw scores 
tend to conform to the same pattern as described 
above. Only when the examination upon which the 
raw scores are based has been constructed by a 
person trained in the technicalities of psycho- 
metrics have we a right to expect even approxi- 
mate symmetry of form of these scores. It is 

likewise true that having passed through a so- 
called "normalizing" or adjustment process at the 

hands of a person so trained the distribution of 
the resulting scores may be roughly summetrical. 
It is important to remember in this connection, 
however, that first line supervisors in govern- 
ment agencies and members of the teaching profes- 
sion have neither the time, the technical "know 
how," nor the computing machines for such refined 
analyses and adjustment. 

As submitted to the writer for analytical 
treatment the performance ratings of Civil Serv- 
ice employees of the Navy Department for the year 

ending March 31, 1943 were coded and in the form 
of frequency distributions, concerning of nine 
classes. This statement is equally true of the 
Department of Agriculture for the same time pe- 
riod. In other words, in both instances the 
original ratings were in numerical form. However 
in the case of the Navy Department, Departmental 
as well as Field Services, for the year ending 
March 31, 1942, and in the case of the Veterans 
Administration, Branch Area 7, the original meas- 
ures of performance were reported as adjective 
ratings. These data were coded by the writer in 
order to make statistical manipulation possible. 
Intervals along the base line were equally or 
uniformly spaced. Through the use of logarithmic 
transformations no doubt these Pearson Type I or 
Type III frequency curves would have assumed in 
approximation of normality. In this event the 
intervals along the base line of course would no 
longer have been uniformly spaced. 
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